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Abstract: The E-Z Reader model (Reichle et al. 1998; 1999) provides a theoretical framework for understanding how word identification,
visual processing, attention, and oculomotor control jointly determine when and where the eyes move during reading. In this article, we
first review what is known about eye movements during reading. Then we provide an updated version of the model (E-Z Reader 7) and
describe how it accounts for basic findings about eye movement control in reading. We then review several alternative models of eye move-
ment control in reading, discussing both their core assumptions and their theoretical scope. On the basis of this discussion, we conclude
that E-Z Reader provides the most comprehensive account of eye movement control during reading. Finally, we provide a brief overview
of what is known about the neural systems that support the various components of reading, and suggest how the cognitive constructs of

our model might map onto this neural architecture.
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1. Introduction

Reading is a complex skill that involves the orchestration of
many different stages of information processing. As the
eyes move across the printed page, the visual features of the
text are converted into orthographic and phonological pat-
terns, which are then used to guide further language pro-
cessing so that the content of the text can be understood. In
this target article, we will compare different models that try
to account for how eye movements are controlled in read-
ing. We will not review all of the models that have been pro-
posed to explain various aspects of reading. Instead, we will
discuss only those models that have attempted to explain
the interface between vision and low-level aspects of lan-
guage processing; that is, models that specify some com-
bination of the following components of reading: eye-
movement control, visuospatial attention, and/or the visual
processing of words.! Not surprisingly, we will argue that
the model that we implemented, E-Z Reader? (Reichle et
al. 1998; 1999), does a better job of accounting for a wide
range of data than does its competitors. However, we will
also point out some shortcomings of the model.

The remainder of this article will be organized into five
major sections. First, in section 2, we will briefly review
some important findings regarding eye movements in read-
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ing; within this section we will describe some findings that
we believe a model of eye-movement control should be able
to accommodate. Second, in section 3, we will provide an
overview of the E-Z Reader model, including an updating
of the model (E-Z Reader 7). Third, in section 4, we will
provide an overview of other models of eye-movement con-
trol in reading (including discussions of the pros and cons
of the models compared to E-Z Reader). Fourth, in section
5 we will discuss future directions and ways that we intend
to extend the E-Z Reader model. In this section, we will also
discuss a possible mapping between model components
and neurophysiological mechanisms. Finally, we will pro-
vide some concluding comments in section 6.

2. Eye movements in reading

Any discussion of models of eye-movement control must
begin with a brief overview of eye movements during read-
ing. In this section, we will describe what is known about
eye movements during reading as background material.
The following topics will be discussed: (1) saccades and fix-
ations; (2) visual acuity; (3) saccade latency; (4) the acquisi-
tion of information during eye fixations; (5) perceptual
span; (6) parafoveal preview effects; (7) regressions; (8)
eye-movement control (where to fixate next and when to
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move the eyes); (9) measures of processing time. It is not
our intention to provide a complete and comprehensive re-
view of each of these topics, as our primary purpose in this
article is to compare different models of eye movement
control in reading. The interested reader is invited to con-
sult Rayner (1998) for a more complete review of each of
the nine topics discussed in this section.

2.1. Saccades and fixations

Contrary to our subjective impression, the eyes do not
move smoothly across the printed page during reading. In-
stead, the eyes make short and rapid movements, called
saccades (Erdmann & Dodge 1898; Huey 1908), that typi-
cally move them forward about 6-9 character spaces, al-
though there is considerable variability (Rayner 1978;
1998). Since the distribution of saccade sizes, measured in
number of character spaces, is largely independent of visual
angle when the number of character spaces is held constant
(Morrison & Rayner 1981; O’Regan 1983), virtually all
studies of reading use number of character spaces as the ap-
propriate metric. Saccades take 20—50 msec to complete,
depending upon the length of the movement, and virtually
no visual information is extracted during eye movements
(Ishida & Tkeda 1989; Wolverton & Zola 1983). Between
saccades, the eyes remain stationary for brief periods of
time (typically 200—250 msec) called fixations (Erdmann &
Dodge 1898; Huey 1908). Because visual information is
only extracted from the printed page during fixations, read-
ing is similar to a slide show in which short segments of text
are displayed for approximately a quarter of a second. It is
important to note that there is considerable variability in
both saccade length and fixation duration. Some saccades
only move the eyes a single character, whereas others are as
large as 1520 characters (although such long saccades typ-
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ically follow regressions, or backward movements to previ-
ous parts of the text, and place the eyes beyond the place
from which the regression was initiated). Likewise, some
fixations are shorter than 100 msec and others are longer
than 400 msec (Rayner 1978; 1998). Much of this variabil-
ity apparently is related to the ease or difficulty involved in
processing the currently fixated text.

2.2. Visual acuity

One of the reasons that the eyes are constantly moving in
reading is that there are severe limits to how much visual
information can be processed during a fixation. Visual acu-
ity is maximal in the center of the retina and rapidly de-
creases towards the periphery, and fine visual discrimina-
tions can only be made within the fovea, or central 2° of
vision. As a result, the visual features that make up indi-
vidual letters can be encoded only from a very narrow win-
dow of vision. The practical significance of this limitation
is that it is necessary to fixate most words so that they can
be identified. Indeed, there is considerable evidence that
aword becomes increasingly difficult to identify as the an-
gular disparity between the fovea and the retinal image of
aword increases (Rayner & Bertera 1979; Rayner & Mor-
rison 1981). Explaining how the reader deals with this lim-
ited acuity is one constraint on any model of eye move-
ments.

2.3. Saccade latency

A second kind of constraint on any model of reading stems
from the “race” between the processes identifying words
and the need to plan a saccade early enough in a fixation so
that reading can carry on at about 300 words per minute.
On the one hand, experiments in which subjects move their
eyes to visual targets indicate that the saccadic latency, or
the time needed to plan and execute a saccade, is approxi-
mately 180-250 msec (Becker & Jiirgens 1979; Rayner et
al. 1983b). This suggests that the decision to make a saccade
is often made within the first 100 msec of a fixation. How-
ever, this is seemingly at odds with the intuitively appealing
idea that word recognition is a major contributor to driving
eye movements during reading because most estimates in-
dicate that lexical access requires 100—300 msec to com-
plete (Rayner & Pollatsek 1989; Schilling et al. 1998;
Sereno et al. 1998;). It is thus not immediately obvious how
the identification of one word can be the signal to begin
planning a saccade to the next. Indeed, early theories of eye
movements in reading (Bouma & de Voogd 1974; Kolers
1976) posited that word identification was too slow to be the
engine driving eye movements.

2.4. The acquisition of information during reading

During saccades, vision is suppressed so that the informa-
tion needed for reading is acquired only during fixations
(Ishida & Tkeda 1989; Wolverton & Zola 1983). Further-
more, reading proceeds quite smoothly if text is available
for processing for only the first 50—60 msec of a fixation
prior to the onset of a masking pattern (Ishida & Ikeda
1989; Rayner et al. 1981). This does not mean that words
are identified within 50 msec, but rather, that the informa-
tion that is needed for reading gets into the processing sys-
tem within 50—60 msec.
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2.5. Perceptual span

One solution to the quandary of how word identification
can be a signal to move the eyes is that words can be par-
tially processed in the parafovea, or region of the retina that
extends five degrees on either side of the fovea. McConkie
and Rayner (1975) demonstrated the importance of para-
foveal processing using an eye-contingent display change
technique, called the moving-window paradigm, which is il-
lustrated in Figure 1. In this paradigm, the letters outside
of a “window” spanning a given number of character spaces
is distorted in some way (e.g., replaced with Xs). By varying
the size of the window and making its location contingent
upon where the reader is looking, it is possible to determine
the perceptual span, or region from which useful visual in-
formation can be encoded. With alphabetic text (like En-
glish), readers can progress at a more-or-less normal rate
when the window extends 14-15 character spaces to the
right (McConkie & Rayner 1975; Rayner 1986; Rayner &
Bertera 1979; Rayner et al. 1982; Den Buurman et al. 1981)
and 3—4 character spaces to the left of the fixation point
(McConkie & Rayner 1976; Rayner et al. 1980). However,
word encoding probably does not extend more than 7-8
characters to the right of fixation (McConkie & Zola 1984;
Rayner et al. 1982; Underwood & McConkie 1985); beyond
this distance, only low-spatial frequency information about
letter shape (e.g., descenders vs. ascenders) and word
length is extracted from the page. The left-right asymmetry
reflects covert attention and is language specific; with He-
brew text (which is read from right to left), the perceptual
span extends asymmetrically to the left of fixation (Pollat-
sek et al. 1981).

Four other points about the perceptual span are relevant.
First, the perceptual span does not extend below the line
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Figure 1. The moving-window paradigm. Panel A shows the po-
sitions of three successive fixations (indicated by the asterisks) in
a normal line of text. Panels B and C illustrate how a “window” of
normal text is displayed contingent upon where the eyes are cur-
rently looking. Panel B shows a two-word moving window; that is,
both the fixated word and the word to the right of fixation are dis-
played normally, and all of the letters in the remaining words are
replaced by Xs. In Panel C, the window extends four character
spaces to the left of fixation and 14 character spaces to the right of
fixation.

that is currently being read (Inhoff & Briihl 1991; Inhoff &
Topolski 1992; Pollatsek et al. 1993); readers focus their at-
tention on the line that they are currently reading. Second,
studies using various eye-contingent display change tech-
niques have revealed that the size of the span is fairly con-
stant for readers of similar alphabetic orthographies (such
as English, French, and Dutch; see Rayner [1998] for fur-
ther details). Third, characteristics of the writing system in-
fluence not only the asymmetry of the span, but also the
overall size of the perceptual span. Thus, the span is smaller
for Hebrew than for English (Pollatsek et al. 1981) because
Hebrew is a more densely packed language than English.
And it is much smaller for writing systems like Japanese
(Ikeda & Saida 1978; Osaka 1992) and Chinese (Inhoff &
Liu 1998) that have ideographic components and hence are
even more densely packed than Hebrew. Fourth, the per-
ceptual span is not hardwired, but rather seems to be at-
tention-based. The fact that there is an asymmetry due to
the direction of the writing system is consistent with the
span being attention-based. In fact, Pollatsek et al. (1982)
found that the perceptual span of Israeli readers who were
bilingual in Hebrew and English had opposite asymmetries
when reading the two languages. Furthermore, Rayner
(1986) found that the span was smaller for beginning read-
ers than skilled readers and that the span got smaller when
children with four years of reading experience were given
text that was too difficult for them. Analogous to this find-
ing, Henderson and Ferreira (1990; see also Inhoff et al.
1989; Kennison & Clifton 1995; Schroyens et al. 1999)
found that the span got smaller when the fixated word was
difficult to process. Finally, Balota et al. (1985) found that
readers obtained more information to the right of fixation
when the upcoming word was highly predictable from the
preceding text.

2.6. Parafoveal preview effects

Consistent with the findings of the last section, it has been
demonstrated that orthographic (Balota et al. 1985; Binder
et al. 1999; Rayner 1975) and phonological (Pollatsek et al.
1992) processing of a word can begin prior to the word be-
ing fixated. These results indicate that, during normal read-
ing, the parafoveal preview of a word can reduce the dura-
tion of the subsequent fixation on the word, which is one
measure of the time needed for identification (Schilling et
al. 1998). Surprisingly, neither semantic (Altarriba et al.
2001; Rayner et al. 1986) nor morphological (Kambe, in
press; Lima 1987; Lima & Inhoff 1985) information ex-
tracted from the parafovea appears to be of any benefit
when the word is later fixated.? Furthermore, parafoveal
preview benefit is not due to retention of visual featural in-
formation, as the case of all the letters can change from fix-
ation to fixation with virtually no disruption to the reading
process (McConkie & Zola 1979; Rayner et al. 1980). In-
stead, the source of the preview benefit seems to be due to
abstract letter codes and phonological codes (see Rayner
[1998] for a review). However, parafoveal information can
produce word skipping (i.e., the word is not fixated) be-
cause words that can be identified in the parafovea do not
have to be fixated and can therefore be skipped. Many ex-
periments (Balota et al. 1985; Binder et al. 1999; Ehrlich &
Rayner 1981; Rayner et al. 2001; Rayner & Well 1996;
Schustack et al. 1987) have demonstrated that predictable
words are skipped more than unpredictable words and that
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short function words (like “the”) are skipped more than
content words (O’Regan 1979; 1980; Gautier et al. 2000).
When words are skipped, there is some evidence suggest-
ing that the durations of the fixations preceding and fol-
lowing the skip are inflated (Pollatsek et al. 1986; Reichle
et al. 1998).4

2.7. Regressions

One indicator of the inherent difficulty of reading (even for
skilled readers) is that 10—15 percent of the saccades move
the eyes back to previous parts of the text. These backward
movements, called regressions, are thought to result both
from problems with linguistic processing and from oculo-
motor error. The hypothesis that regressions can be caused
by difficulties in linguistic processing is perhaps most
clearly supported by the finding that regressions can be in-
duced with structurally difficult “garden path” sentences;
because such sentences often lead to incorrect syntactic
analyses, readers often make regressions back to the point
of difficulty and then re-interpret the sentence (Frazier &
Rayner 1982). The idea that regressions are sometimes due
to simple motor error is supported by the finding that, when
the eyes fixate near the end of a word, they often move back
a few character spaces (O'Regan 1990). This presumably
happens because the eyes overshot their intended target
(near the middle of the word) and a second fixation location
affords a better place from which to see the word. This in-
terpretation is consistent with the finding that identification
is most rapid if a word is fixated just to the left of its center,
on the optimal viewing position (Clark & O'Regan 1999;
O’Regan 1990; 1992b; O’Regan et al. 1984).

2.8. Eye-movement control

Numerous studies have attempted to determine the charac-
teristics of the mechanisms that control eye movements dur-
ing reading. There are two different activities that must be ex-
plained: (1) What determines where the reader decides to
look next? and (2) What determines when the reader moves
his/her eyes (either forward or backward in the text)? Al-
though there is not total consensus on these issues, there is
some evidence to suggest that decisions about where to fixate
next and when to move the eyes are made somewhat inde-
pendently (Rayner & McConkie 1976; Rayner & Pollatsek
1981). The earliest unambiguous demonstration that the du-
ration of the current fixation and the length of the next sac-
cade are computed online was provided by Rayner and Pol-
latsek (1981). They varied physical aspects of the text
randomly from fixation to fixation and found that the behav-
ior of the eyes mirrored what was seen on a fixation. In their
first experiment, they used the moving window paradigm de-
scribed above and varied the size of the window randomly
from fixation to fixation, and found that saccade length varied
accordingly. Thus, if the window on the current fixation was
small, the eyes only moved a few characters, while if it was
large, the eyes moved further. In their second experiment,
they delayed the onset of text in the fovea via a mask that ap-
peared at the beginning of a fixation (with the time the mask
was on varying randomly from fixation to fixation) and found
that fixation durations were adjusted accordingly. In addition,
the manipulations affected saccade length and fixation dura-
tion independently; in the first experiment, saccade length
was affected, but fixation duration was not, whereas in the sec-
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ond experiment, fixation duration was affected, but saccade
length was not. Thus, while the decisions about where to fix-
ate next and when to move the eyes may sometimes overlap
(see Rayner et al. 2000), there is reason to believe the two de-
cisions are made somewhat independently.

2.8.1. Where to fixate next. Decisions about where to fix-
ate next seem to be determined largely by low-level visual
cues in the text, such as word length and the spaces between
words. Five types of results are consistent with this claim.
First, saccade length is influenced by the length of the fix-
ated word and the word to the right of fixation (Blanchard
et al. 1989; O'Regan 1979; 1980; Rayner 1979; Rayner &
Morris 1992). Second, when readers do not have informa-
tion about where the spaces are between upcoming words,
saccade length decreases and reading is slowed consider-
ably (McConkie & Rayner 1975; Morris et al. 1990; Pollat-
sek & Rayner 1982; Rayner et al. 1998a). Third, although
there is some variability in where the eyes land on a word,
readers tend to make their first fixation about halfway be-
tween the beginning and the middle of the word (Rayner
1979; McConkie et al. 1988; 1989; 1991; Vitu 1991b). Re-
cently, Deutsch and Rayner (1999) demonstrated that the
typical landing position in Hebrew words is likewise be-
tween the beginning (i.e., right-most end) and middle of a
word. Rayner (1979) originally labeled this prototypical lo-
cation the preferred viewing location. This position where
the eyes typically land in a word is different from the opti-
mal viewing location, which is the location in the word at
which recognition time is minimized. According to O’'Re-
gan and Levy-Schoen (1987), the optimal viewing position
is a bit to the right of the preferred viewing location, closer
to the center of the word. Fourth, while contextual con-
straint influences skipping, in that highly predictable words
are skipped more than unpredictable words (Balota et al.
1985; Ehrlich & Rayner 1981), contextual constraint has lit-
tle influence on where the eyes land in a word (Rayner et
al. 2001).> Finally, the landing position on a word is modu-
lated by the launch site (McConkie et al. 1988; Radach &
Kempe 1993; Radach & McConkie 1998; Rayner et al.
1996) because the landing position varies as a function of
the distance from the prior fixation. As the launch site
moves further from the target word, the distribution of
landing positions shifts to the left and becomes more vari-
able (see Fig. 2).

2.8.2. When to move the eyes. The ease or difficulty asso-
ciated with processing a word primarily influences when
the eyes move. Although a case can be made that low-level
non-linguistic factors can also influence the decision about
when to move the eyes, the bulk of the evidence suggests
that linguistic properties of words are the major determiner
of when to move. A very robust finding is that readers look
longer at low-frequency words than at high-frequency
words (Altarriba et al. 1996; Henderson & Ferreira 1990;
1993; Hy6ni & Olson 1995; Inhoff & Rayner 1986; Just &
Carpenter 1980; Kennison & Clifton 1995; Lavigne et al.
2000; Raney & Rayner 1995; Rayner 1977; Rayner & Duffy
1986; Rayner & Fischer 1996; Rayner & Raney 1996;
Rayner et al. 1996; 1998a; Sereno 1992; Vitu 1991b; Vitu et
al. 2001). There are three additional points with respect to
this finding that are relevant. First, there is a spillover ef-
fect associated with fixating a low-frequency word; that is,
fixation time on the next word is inflated (Rayner & Duffy
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Figure 2. Landing site distribution as a function of the saccade
length between the launch site (word, _ ;) and intended saccade
target (word, ). In all three panels, the launch site and target words
are depicted by rectangles, with character spaces represented by
numbers (as per convention, the space to the left of word  is de-
noted by a zero). The landing site distributions are approximately
Gaussian in shape. Although the distributions are centered near
the middle of the saccade targets, the oculomotor system is biased
towards making saccades approximately seven character spaces in
length. This bias results in a systematic range error; that is, the
eyes tend to overshoot close targets and undershoot more distant
targets. For example, in the middle panel, the intended saccade
target is five character spaces from the launch site, so that (on av-
erage) the eyes overshoot their intended target, thereby causing
the landing site distribution to shift towards the end of word . In
the bottom panel, the opposite happens: The eyes undershoot
their target, causing the landing site distribution to shift towards
the beginning of word, .

1986). Second, although the duration of the first fixation on
a word is influenced by the frequency of that word, the du-
ration of the prior fixation is not (Carpenter & Just 1980;
Henderson & Ferreira 1993; Rayner et al. 1998a). Third,
high-frequency words are skipped more than low-fre-
quency words, particularly when they are short and the
reader is fixated close to the beginning of the word (O'Re-
gan 1979; Rayner et al. 1996).

A second important finding is that there is a predictabil-
ity effect on fixation time in addition to a frequency effect.
Words that are highly predictable from the preceding con-
text are fixated for less time than are words that are not so
constrained (Altarriba et al. 1996; Balota et al. 1985; Binder
etal. 1999; Ehrlich & Rayner 1981; Inhoff 1984; Lavigne et

al. 2000; Rayner & Well 1996; Rayner et al. 2001; Schustack
et al. 1987; Zola 1984). Generally, the strongest effects of
predictability are not as large as those of the strongest fre-
quency effects. Also, as we noted above, predictability has
a strong effect on word skipping: Words that are highly pre-
dictable from the prior context are skipped more often than
words that are not so constrained.

2.9. Measures of processing time

To investigate the components of reading, researchers typ-
ically have subjects read sentences or passages of text while
an eye tracker interfaced with a computer records the lo-
cations and durations of individual fixations. Because an av-
erage college-level reader can read approximately 300
words per minute (Rayner & Pollatsek 1989), this tech-
nique produces a staggering amount of data. Accordingly,
the data are usually reduced to word-based measures,
which are across-subject averages that reflect how often
and for how long individual words are fixated. A number of
word-based measures are standard (Inhoff & Radach 1998;
Liversedge & Findlay 2000; Rayner 1998; Rayner et al.
1989; Starr & Rayner 2001). The first is gaze duration,
which is defined as the sum of all fixations on a word, ex-
cluding any fixations after the eyes have left the word (i.e.,
including only refixations before the eyes move on to an-
other word). Gaze duration is usually averaged only over
words that are not skipped during the initial encounter (or
first pass) through that region of text. Two other common
measures are first-fivation duration and single-fixation du-
ration. The former is the duration of the first fixation on a
word (again conditional on the word being fixated during
the first pass through the text), while the latter is the aver-
age fixation duration on words that are fixated exactly once
during the first pass. These indices are typically reported
along with indices of how often a word was fixated, which
reflect the probability of a word being skipped, fixated
once, and fixated more than once before moving to another
word. Often, the total time (the sum of all fixations on the
word, including regressions back to the word) is also re-
ported.

The word-based measures provide a complete record of
where and when fixations occurred. These two aspects
(where vs. when) also provide a useful framework for orga-
nizing a discussion of reading models because much of the
controversy surrounding reading concerns the determi-
nants of where and how long the eyes remain fixated. The
models that have been developed to explain eye-movement
control form a continuum, extending from models in which
eye movements are determined primarily by oculomotor
factors (oculomotor models) to those in which eye move-
ments are guided by some form of cognitive control (pro-
cessing models). Prior to comparing different models, we
will discuss our model, E-Z Reader (Pollatsek et al. 1999b;
Rayner et al. 1998c; 2000; Reichle et al. 1998; 1999; Reichle
& Rayner 2001) in some detail. We will also provide an up-
dated version of the model (E-Z Reader 7).

3. E-Z Reader
E-Z Reader is a processing model, and extends the earlier

work of Morrison (1984). Morrison drew much of the in-
spiration for his model from the work of Becker and Jiir-
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gens (1979) and McConkie (1979). McConkie (1979) sug-
gested that, during reading, visual attention progressed
across a line of text until the limitations of the visual system
made it difficult to extract further lexical information; once
this point of difficulty has been established, attention shifts
and an eye movement is programmed and subsequently ini-
tiated, sending the eyes to the problematic location. Al-
though elegantly simple, the model was soon discarded due
to problems in defining and explaining what the point of dif-
ficulty was, how it might be computed, and whether it could
be computed soon enough to be of any use in skilled read-
ing (Rayner & Pollatsek 1989).

The limitations inherent in McConkie’s (1979) early
model of eye-movement control led Morrison (1984) to pro-
pose a model in which the movement of the eyes was a func-
tion of successful processing. According to Morrison, the
identification of word_ (i.e., the word that is currently being
fixated) causes the attention “spotlight” (Posner 1980) to
move to word, |, which in turn causes the oculomotor sys-
tem to begin programming a saccade toword,_, ;. If the pro-
gram finishes before word__ | is identified, then the saccade
will be executed and the eyes will move to word__ ,. How-
ever, if word, | is identified before the program finishes,
the saccade to word | may be cancelled. Cancellation can
occur some of the time when attention shifts to word
while word is fixated. In this case, the oculomotor system
begins programming a saccade to word__ ,, which overrides
the program to move the eyes to word__ , if the new pro-
gram interrupts the old program soon enough. Thus, ac-
cording to Morrison, attention moves serially, from word to
word, whereas saccades can be programmed in parallel.

Morrison’s (1984) assumption about the parallel pro-
gramming of saccades followed Becker and Jiirgens™ (1979)
demonstration that saccadic programming is completed in
two stages: an initial, labile stage that is subject to cancella-
tion, and an ensuing, non-labile stage in which the program
cannot be cancelled. Their results suggested that if the ocu-
lomotor system begins programming a saccade while an-
other saccadic program is in its labile stage of development,
then the first program is aborted. However, if the second
program is initiated while the first saccadic program is in its
non-labile stage, then both saccades will be executed, which
typically results in a very short fixation between the two sac-
cades.

With these simple assumptions, Morrison (1984) was
able to provide an elegant account of both frequency effects
and parafoveal preview effects: Because short frequent
words are more easily identified in the parafovea than long
infrequent words, the former tend to be fixated for less time
(and skipped more often) than the latter. Despite its suc-
cesses, however, Morrison’s model cannot explain refixa-
tions because the strictly serial attention shifts mean that
each word is either fixated exactly once or is skipped.

More fundamentally, however, because Morrison’s
model posits both that processing of words is strictly serial
and that attention shifting is time-locked to word identifi-
cation, the model is unable to handle some simple and ro-
bust phenomena in reading. The first, as we noted above, is
that one often gets “spillover” effects due to word fre-
quency (e.g., Rayner & Duffy 1986). That is, lower-fre-
quency words often not only cause longer fixations on that
word (word, ), but also lengthen either gaze durations and/
or first fixations on the succeeding word (word ). Ac-
cording to Morrison’s model, this shouldn’t happen because
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attention doesn't shift until word, has been processed. Be-
cause parafoveal processing on word, , | begins after this at-
tention shift, the amount of information extracted from
word, | before it is fixated will only be a function of how
long it takes to program and execute the saccade, and will
not vary as a function of the frequency of word . As a result,
Morrison’s model predicts no delayed effects of word fre-
quency (or any other delayed effects of word processing dif-
ficulty). A related phenomenon (Henderson & Ferreira
1990; Kennison & Clifton 1995) is that the benefit gained
through parafoveal preview decreases as foveal processing
becomes more difficult (e.g., because the fixated word is
lower frequency). By essentially the same argument as
above, Morrison’s model predicts that this shouldn’t hap-
pen because parafoveal preview time is only a function of
the latency of moving the eyes after covert attention has
shifted.

There are at least three ways to circumvent the limita-
tions of Morrison’s (1984) model. The first is to add the as-
sumption that if word identification is not completed by a
processing deadline, attention does not shift to the next
word, but instead remains on the current word, resulting in
a refixation (Henderson & Ferreira 1990; Sereno 1992).
This leads to the prediction (which has not been supported;
Rayner et al. 1996; Schilling et al. 1998) that the first of two
fixations should be longer than single fixations because the
former reflect cases in which the processing deadline must
have been reached. The second solution is to simply assume
that difficulties with higher-order linguistic processing
somehow cause the eyes to remain on the current word
(Pollatsek & Rayner 1990; Rayner & Pollatsek 1989). Un-
fortunately, how this happens has not been well specified.
Finally, a third way to avoid the shortcomings of Morrison’s
proposal is to assume that word identification is completed
in two stages. This last approach is instantiated by E-Z
Reader, which is discussed next.

3.1. Overview of the E-Z Reader model

E-Z Reader, like other processing models, makes the basic
assumption that ongoing cognitive (i.e., linguistic) process-
ing influences eye movements during reading. Because the
model was not intended to be a deep explanation of lan-
guage processing, it does not account for the many effects
of higher-level linguistic processing on eye movements (for
reviews, see Rayner 1998; Rayner & Sereno 1994; Rayner
et al. 1989). Although this is clearly a limitation, it should
also be noted that many of these effects typically occur
when the reader is having difficulty understanding the text
that is being read, such as when a reader makes a regres-
sion to re-interpret a syntactically ambiguous “garden path”
sentence (Frazier & Rayner 1982). The model can there-
fore be viewed as the “default” reading process. That is, we
view the process of identifying words to be the forward
“driving engine” in reading, as the process of knitting the
words into larger units of syntax or meaning would be too
slow (whether successful or not) to be a signal to decide how
and when to move the eyes forward for skilled readers.
Thus, we posit that higher-order processes intervene in eye-
movement control only when “something is wrong” and ei-
ther send a signal to stop moving forward or a signal to ex-
ecute a regression. Hence, we view E-Z Reader as an
explanation of what happens during reading when higher-
level linguistic processing is running smoothly and doesn’t
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Figure 3. A schematic diagram of E-Z Reader 7. Visual features
on the printed page are projected from the retina to an early stage
of visual processing, which then proceeds at a rate that is modu-
lated by visual acuity limitations. The low-spatial frequency infor-
mation (e.g., word boundaries) is used by the oculomotor system
to select the targets of upcoming saccades. High-spatial informa-
tion is passed on to the word identification system, which, though
attentional selection, allows individual words to be identified by
the word identification system. The first stage of lexical process-
ing (L,) signals the oculomotor systems to begin programming a
saccade to the next word. The completion of the second stage of
word identification (L,) causes attention to shift to the next word.
Saccadic programming is thus decoupled from the shifts of atten-
tion. Saccadic programming is completed in two stages: The first,
labile stage (M) can be cancelled by the initiation of subsequent
programs; the second, non-labile stage (M,) is not subject to can-
cellation. Saccades are executed immediately after the non-labile
stage of saccadic programming has been completed. Black lines
represent the flow of visual information, with the dashed line rep-
resenting the low-spatial frequency information that is used by the
oculomotor system to select the target locations of upcoming sac-
cades. The gray lines represent signals that are propagated among
the various components of the model (e.g., the signal to shift at-
tention).

intervene. One implication of this is that the model cur-
rently does not explain inter-word regressions.

Like its immediate predecessors (see Reichle et al. 1998;
1999), E-Z Reader 7 consists of a small number of percep-
tual-motor and cognitive processes that determine when and
where the eyes move during reading. Figure 3 is a schematic
diagram showing the flow of control among these processes.
As is evident in the figure, the central assumptions of the
model are that: (1) a stage of word identification is the signal
to move the eyes; and (2) attention is allocated from one word
to the next in a strictly serial fashion. Notice, however, that
both visual encoding limitations and oculomotor constraints

also play central roles in the moment-by-moment control of
eye movements during reading. In the discussion that fol-
lows, we will describe the specific assumptions of our model
and how they are related to four major cognitive and per-
ceptual-motor systems: visual processing, word identifica-
tion, attention, and oculomotor control.

3.1.1. (Early) visual processing. Visual features from the
printed page are projected from the retina to the visual cor-
tex so that the objects on the page (ie., the individual
words) can be identified. The earliest stages of visual pro-
cessing are thought to be pre-attentive in that the features
that make up individual words are not fully integrated into
perceptual wholes (Lamme & Roelfsema 2000; Wolfe &
Bennett 1996). This processing is not instantaneous, with
neural transmission from retina to brain taking approxi-
mately 90 msec to complete.

In our model, the preceding ideas are formalized by in-
cluding the early processing stage in the visual system,
which, though pre-attentive, is subject to visual acuity con-
straints (see Fig. 3). The duration of this early visual pro-
cessing stage, ¢(V), is a free parameter that corresponds to
the base time needed for neural transmission to propagate
from the retina to those cortical and subcortical areas that
mediate early visual processing. To keep this assumption
psychologically plausible, the value of t(V) was set equal to
90 msec. However, because the rate of this early stage of
processing is modulated by visual acuity, the rate at which
a word is encoded is inversely proportional to both its
length and its mean distance from the point of fixation.
More specifically, during each fixation, the amount of early
visual processing (in msec) that is completed on each word
in the visual field is determined by:

visual processing = t/ (g% Jetter i-fixation_/N) (1)

In Equation 1, ¢ is the duration of the fixation (in msec),
N is the number of letters in a word being processed, and &
(= 1.08) is a free parameter® that modulates the effects of
the spatial disparity between each word’s letters and the fix-
ation location (i.e., the center of the fovea). Thus, the time
needed to encode a word increases as the distance between
its center and the fovea increases. Moreover, the time
needed to encode a word also increases with its length be-
cause the individual letters of long words will (on average)
be further away from the point of fixation than will the in-
dividual letters of short words.” One interesting implication
of this equation is that the early visual processing of a word
will be most rapid if the word is fixated near its center be-
cause a fixation on a word’s center will minimize the mean
spatial deviations between the fixation and each of the
word’s letters. This property is also consistent with evidence
that word identification is most rapid if the word is fixated
near its center (or optimal viewing position; O'Regan 1990;
1992b; O’Regan & Lévy-Schoen 1987; Vitu et al. 1990) and
provides one explanation for why the eyes are seemingly di-
rected towards this location during reading (see Shillcock
et al. 2000). It also allows the model to account for length
effects (i.e., the finding that long words take longer to iden-
tify than short words; Just & Carpenter 1980).

Early visual processing is important for two other rea-
sons. First, it is necessary to obtain the word-boundary in-
formation that is needed to program saccades to upcoming
words. This is denoted in Figure 3 by the dashed arrow that
extends from early visual processing to the labile stage of
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saccadic programming. This arrow represents the flow of
low-spatial frequency information that is acquired in the vi-
sual periphery (e.g., word boundaries, the presence/ab-
sence of ascenders and descenders, etc.). The oculomotor
system uses this information to program saccades to up-
coming words. Second, early visual processing provides the
information that is subsequently used by higher-level visual
areas to focus the attention “spotlight” and identify individ-
ual words. Word identification (which is discussed in the
next section) must therefore wait until the early visual en-
coding of that word has been completed.

3.1.2. Word identification. The process of identifying a
word begins as soon as attention is focused on that word.
This identification process is then completed in two stages,
reflecting early and late stages of lexical processing. The
first stage corresponds to being at (or at least close to) the
identification of the orthographic form of the word. We as-
sume that this is not full lexical access, as the phonological
and semantic forms of the word are not yet fully activated.
We labeled this process the “familiarity check” (i.e., f) in
earlier versions of the model, but in E-Z Reader 7 it is sim-
ply referred to as the first stage of lexical access (i.e., L,).

The second stage of word identification involves the
identification of a words phonological and/or semantic
forms so as to enable additional linguistic processing. This
second stage, therefore, more or less corresponds to what
is typically thought to be “lexical access.” In prior versions
of our model, this stage of word identification was called the
“completion of lexical access” (i.e., lc). To avoid confusion,
however, we will simply refer to this process as the second
stage of lexical access (i.e., L,) in E-Z Reader 7.

The distinction between early and late stages of lexical
processing has precedent in the literature; indeed, our dis-
tinction was partly motivated by the activation-verification
model of lexical access (Paap et al. 1982). The two models
are broadly consistent if one conceptualizes the first stage
of lexical access as a “quick and dirty” assessment of
whether or not word identification is imminent, and the
second stage as being the actual act of identification. As in-
dicated in Figure 3, this distinction is also important be-
cause the two stages of lexical processing play unique func-
tional roles: The completion of the first stage of lexical
access causes the oculomotor system to begin programming
the next saccade, while the completion of the second stage
causes the “spotlight” of attention to shift to the next word.
Thus, in E-Z Reader, saccadic programming is de-coupled
from the shifting of attention.

As with earlier versions of our model, the time (in msec)
required to complete the first stage of lexical access on a
word, t(L, ), is a linear function of the natural logarithm of
the word’s normative frequency of occurrence in printed
text and its predictability within a given sentence context.
The mathematical statement of this relationship is given by
Equation 2:

t(L,) = [B, — B, In(frequency)] (1 — 6 predictability) (2)

In Equation 2, B, and B, (= 228 and 10 msec, respec-
tively) are free parameters that control how a word’s nor-
mative frequency (number of occurrences per million, as
tabulated by Francis & Kucera [1982]) affect lexical pro-
cessing time. This time is also modulated by the right-hand
term, in which the free parameter 6 (= 0.5) attenuates the
degree to which a word’s predictability in a specific sen-
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tence context (as estimated using cloze task probabilities)
attenuates the lexical processing time.® In all of the simula-
tions reported below, the actual times needed to complete
the first stage of lexical processing was found by sampling
from gamma distributions having means equal to #(L,) and
standard deviations equal to 0.18 of their means.

The completion of the first stage of lexical processing of
a word has two immediate consequences in the model: (1)
it cues the oculomotor system to begin programming a sac-
cade to the next word (the details of how the oculomotor
system does this will be discussed in detail below), and (2)
it initiates further processing of the word. Because all (or at
least most) of the orthographic coding has been completed
in L, the time required to complete the second stage of lex-
ical processing, L,, is more influenced by a word’s pre-
dictability. This distinction is reflected in Equation 3:

t(L,) = A[B, — B, In(frequency)] (1 — predictability) (3)

As in Equation 2, the free parameters 8, and B, control
the degree to which a word’s frequency of occurrence af-
fects the time necessary to process the word, but this quan-
tity is attenuated by the free parameter A(= 0.5). Note that,
in contrast to L, a word’s predictability fully affects L,; that
is, words that can be predicted with complete certainty
within a given sentence context will require no time in this
second stage (i.e., if predictability = 1, then #(L,) = 0
msec). Such cases reflect the situation when top-down in-
formation has already fully activated the semantic and
phonological codes given reasonable corroborating input
from orthography. As was the case with the first stage of lex-
ical processing, the actual process durations were sampled
from gamma distributions.

Finally, it should be mentioned that — by adding the early
visual processing stage to E-Z Reader 7 — the minimal time
needed to identify words in the model is very plausible.
Given the parameter values reported above, for example,
the mean time needed to identify the word “the” (the most
frequent word in English text) when it is centrally fixated
and in a completely predictable context is 148 msec, while
the time needed to identify the lowest frequency words in
completely unpredictable contexts is 432 msec. In contrast,
E-Z Reader 6 predicted minimal and maximal mean word
identification times of 16 and 278 msec, respectively. E-Z
Reader 7 thus predicts word identification latencies that are
much more in line with the best available estimates: 150—
300 msec (Rayner & Pollatsek 1989).

3.1.3. Attention. A central, and perhaps the most con-
tentious, assumption of E-Z Reader is that covert shifts of
attention occur serially, from one word to the next, as each
word is identified in turn and then integrated into the dis-
course representation. By “attention,” though, we do not
mean spatial orientation; rather, we refer to the process of
integrating features that allows individual words to be iden-
tified. The separation between these two types of attention
has considerable precedence in the literature (LaBerge
1990). For example, Treisman (1969) distinguished be-
tween input selection, or spatial orientation, and analyzer
selection, or feature integration. This distinction is impor-
tant because spatial orientation shifts towards the targets of
upcoming saccades (Hoffman & Subramaniam 1995; how-
ever, see Stelmach et al. 1997), which in E-Z Reader occur
whenever the oculomotor system uses the low-spatial {re-
quency information provided by the visual processing stage
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to program a saccade (see the dashed line in Fig. 3). These
shifts in spatial orientation, however, are decoupled from
the shifts in attention (i.e., analyzer selection) that precede
lexical processing.

Attention is allocated serially during reading because
readers need to keep word order straight (Pollatsek &
Rayner 1999). By shifting the focus of attention from one
word to the next, readers identify and process each word in
its correct order. Although the results of several recent ex-
periments (Inhoff et al. 2000b; Kennedy 1998; 2000;
Kennedy et al. 2002; Starr & Inhoff, in press) suggest that
properties of two words (particularly visual/orthographic
properties) can sometimes be encoded in parallel, we sus-
pect that this does not usually occur in normal reading (see
Rayner et al. 2003c, for an extended discussion of these is-
sues). The reason for this is that much of the information
that is conveyed by language (both written and spoken) is
heavily dependent upon word order.

Furthermore, by decoupling eye movements {rom atten-
tion, our model can also explain aspects of eye-movement
control that Morrison’s (1984) model could not. For exam-
ple, E-Z Reader can explain why parafoveal preview bene-
fit decreases as foveal processing difficulty increases (Hen-
derson & Ferreira 1990; Kennison & Clifton 1995). If the
eyes are on word , parafoveal processing of word | be-
gins, not with completion of the first stage of lexical pro-
cessing of word_, but after the completion of second stage.
Because parafoveal processing of word, , | ends (by defini-
tion) with the onset of the saccade to word,_, |, more time
will remain for parafoveal processing of word ,, when
word, is easy to process (e.g., high-frequency). This is de-
picted in Figure 4: The time required to complete L, and
L, on word_ increases as its normative frequency decreases
(see Equations 2 and 3). Because the saccadic latency is not
modulated by word frequency, a saccade will (on average)
occur 240 msec (i.e., the mean saccadic latency) after the
completion of L. This means that, with everything else be-
ing equal, the amount of time available to process word__ ,
in the parafovea will increase as the amount of time needed
to process word decreases.

In the model, the serial-allocation-of-attention assump-
tion is instantiated as follows: The completion of the second
stage of lexical processing on word | causes attention to shift
toword,_, |, at which point the first stage of lexical process-
ing begins on word__ , when pre-processing of word,_, | is
complete.? The identification of one word thus causes the
focus of attention to shift so that the word-identification
system can begin identifying the next word (see Fig. 3).

3.1.4. Oculomotor control. Saccadic programming in E-Z
Reader is completed in two stages: an early, labile stage
(M,) that is subject to cancellation by subsequent pro-
grams, and a later, non-labile stage (M) that is not subject
to cancellation. This assumption was motivated by demon-
strations that a saccade to a first target can be cancelled by
the presentation of a second to-be-fixated target if the sec-
ond target is presented within approximately 230 msec af-
ter the first; after this time, both targets are typically fixated
in sequence (Becker & Jiirgens 1979). A considerable
amount of subsequent research has supported this distinc-
tion between labile and non-labile stages of saccadic pro-
gramming (Lefl et al. 2001; McPeek et al. 2000; Molker &
Fischer 1999; Vergilino & Beauvillain 2000).

During the first (labile) stage of saccadic programming,
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Figure 4. A diagram showing how parafoveal preview benefit is
modulated by normative word frequency. The bottom line repre-
sents the time required to complete the first stage of lexical pro-
cessing, £(L,), as a function of the natural logarithm of word s to-
ken frequency. The middle line represents the time required to
complete the second stage of lexical processing, #(L,), on word .
Finally, the top line represents the saccadic latency, or time re-
quired to initiate a saccade from word  to word_, . On average,
the saccadic latency requires a constant £(M ;) + #(M,) ms to com-
plete (starting from the point in time when the first stage of lexi-
cal processing on word_ has been completed). In E-Z Reader,
parafoveal preview begins as soon as word  has been identified
and attention has shifted to word, _ |. The parafoveal preview is
therefore limited to the duration of the interval (depicted by the
shaded area in the figure) between #(L,) and t(M,) + #(M,). No-
tice that, because the relative disparity between ¢(L ) and #(L,) in-
creases as the frequency of word  decreases, the duration of the
parafoveal preview decreases with the frequency of word .

the eye-movement system is simply engaged (or made
ready) so that it can begin programming an eye movement.
The system then computes the distance between the cur-
rent fixation location and the location of the saccade target
(i.e., the intended saccade length). Thus, although the tar-
get location is represented in terms of spatial coordinates,
the saccadic program is represented in terms of a distance
metric. This is necessary because the distance that is spec-
ified by the saccadic program must ultimately be converted
into the appropriate amount of force that has to be exerted
(by the extraocular muscles) to execute the actual move-
ment. The labile stage of programming therefore consists
of two sub-stages: (1) general system preparation, followed
by (2) a location-to-distance transformation, in which the
spatial location of the upcoming saccade target is converted
into the necessary saccade length. In E-Z Reader, the time
needed to complete the labile programming stage is a ran-
dom deviate that is sampled from a gamma distribution hav-
ing a mean equal to a free parameter, (M), with each of
the two aforementioned sub-stages subsuming half of this
time.

An important part of our model is that, when a saccade
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program is in the labile stage, it is subject to cancellation by
a subsequent saccadic program. If the second program is
initiated during the system preparation sub-stage of the
first program, then whatever amount of preparation has
been done to ready the oculomotor system will also be ap-
plicable to the second program, so that it will be completed
more rapidly than it otherwise would be. If, however, the
second program is initiated somewhat later, during the first
program’s location-to-distance transformation sub-stage,
then whatever processing has been done to specify the dis-
tance of the first saccade will not apply to the second be-
cause the target locations (and hence the distances) of the
two saccades are different. This means that the second pro-
gram will always require a minimal amount of time to fin-
ish — the time necessary to convert the spatial location of
the saccade target into the intended saccade length.

During the second (non-labile) stage of programming,
the command to move the eyes a particular direction and
distance is communicated to the motor system. At this point,
an intended saccade is obligatory, and cannot be cancelled
or modified by subsequent programs. As with the labile
stage of programming, the time needed to complete the
non-labile stage of programming is sampled from a gamma
distribution, with the mean of this distribution being equal
to a free parameter, t(M,). Upon completing the non-labile
stage of programming, the saccade is executed immediately.

In E-Z Reader 7, the mean times needed to complete the
labile, t(M ), and non-labile, t(M,), stages of saccadic pro-
gramming were set equal to 187 and 53 msec, respectively.
To keep the model as simple as possible, the saccade dura-
tions were set equal to a fixed value: ¢(S) = 25 msec.'® Our
saccadic-programming parameter values are consistent
with estimates from simple saccade latency tasks (Becker &
Jiirgens 1979; McPeek et al. 2000; Rayner et al. 1983b). It
should be noted, however, that these values are in fact esti-
mates of the minimal time required to initiate a saccade, of-
ten to pre-specified targets; in the context of reading text,
therefore, the average saccadic latency may be slightly
longer in duration than would be suggested by these previ-
ous estimates.

Let us examine these assumptions using five key situa-
tions in reading. The first situation (shown schematically in
Fig. 5A) is the simplest: Word, is fixated, an eye movement
is programmed to word_, ,, and no subsequent eye-move-
ment command is made while this program is in its labile
stage. The program therefore enters its non-labile stage,
and an eye movement is made to word__ .

Now consider a second situation (Fig. 5B): Word_ is fix-
ated, a program to fixate word, | | is initiated, but while the
oculomotor system is being readied, a second program (to
move the eyes to word__ ,)is initiated. In this case, the pro-
gram to fixate word__ , is cancelled, and the saccade leav-
ing word  will move ‘the eyes to word 4o (e, word, | will
be sklpped) Whatever time elapsed in preparing the ocu-
lomotor system to program the first saccade will also be
subtracted from the time that would otherwise be necessary
to program the second saccade, thereby allowing it to be
completed more rapidly than would otherwise be the case.
Moreover, because situations like the one just described
tend to occur when word, | is processed rapidly, the model
successfully predicts that skipping is more likely to occur
whenever word_, , is high frequency, predictable from
prior context, and/or short.

Now let’s consider a situation (Fig. 5C) that is similar to
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the one just described: Word, is fixated, and a program to
fixate word,__ , is initiated. However, just as the labile stage
of this program is about to finish (i.e., the location-to-dis-
tance transformation is almost complete), the oculomotor
system begins programming a saccade toword,_, ,. Asin the
previous situation, the program to fixate word | will be
cancelled, and the eyes will again go directly from word, t

word, , ,. Because the saccade length specified by the sec-
ond saccade program is different from the length specified
by the first, however, the duration of the second program’s
labile stage will include the time needed to recompute the
distance between the location of the current fixation loca-
tion and that of the new saccade target. The second pro-
gram’s labile stage will therefore be reduced, but only by
the amount of time needed for general system preparation;
that is, the second programss labile stage will equal the time
needed to complete its location-to-distance transformation.

Finally, let us consider the situations depicted in Panels
D and E of Figure 5: In both cases, word,_is fixated, the pro-
gram to fixate word__ , is initiated, and then (after some
time) this program goes into its second, non-labile stage. At
this time, a second program (to move the eyes to word__ ,)
is initiated. In both of the situations depicted in Panels D
and E, the program to fixate word , , will run to comple-
tion, and the eyes will move from word, to word, , ;. How-
ever, in Panel D, the second program does not really bene-
fit (i.e., it requires the full amount of time to be completed)
because there was no ongoing labile program when the sec-
ond program was initiated. Because the first saccade is ac-
tually executed while the second program is in its early, sys-
tem-preparation phase, though, the second program’s labile
stage does not have to be re-started. In contrast, Panel E
shows what happens when the first saccade is executed
while the second program is in its location-to-distance
transformation phase: Because the eyes are now fixated on
word, , |, the relative distance between the location of the
current fixation and that of the saccade target (word )
must be re-calculated. This means that the location-to-dis-
tance transformation has to be re-started, which extends
the time needed to complete this part of the second sac-
cade’s labile programming,

Our discussion of saccadic programming so far has fo-
cused largely on the time needed to program the saccades,
and has only addressed the question of where the eyes move
at a fairly coarse level (i.e., at the level of individual words).
As McConkie and his colleagues demonstrated (198S;
1991), saccades are prone to both systematic and random
error. The effects of these sources of error are not negligi-
ble, and have been an oft-cited reason for the claim that the
control of eye-movements during reading is primarily me-
diated by fairly low-level visual and oculomotor constraints
(e.g., visual acuity limitations, systematic motor error, etc.;
see O’'Regan 1990; 1992b; O'Regan & Lévy-Schoen 1987;
Reilly & O’Regan 1998). It is therefore important to spec-
ify how the model handles the effects of saccadic error.

Our assumptions regarding the oculomotor system are
based on McConkie et al.’s (1988; 1991) data and analyses.
In fact, we more or less directly incorporated their views of
saccadic error into our model. In the model, saccades are
directed towards the optimal viewing position of the words
being targeted. However, these saccades are subject to both
systematic and random error, so that, on average, saccades
will deviate from their intended targets. More formally,
each saccade is the sum of three components:
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Figure 5. This diagram shows E-Z Reader 7’s oculomotor con-
trol assumptions and how these assumptions affect saccadic pro-
gramming in five common situations that occur during reading. In
all of the panels, time (in msec) is represented along the horizon-
tal axis, the black horizontal bars indicate the word (n, n+1, or
n+2) that is being fixated at each given point in time, and the ar-
rows represent the various stages of saccadic programs that are be-
ing directed towards specific word targets (n, n+1, or n+2). The
light gray arrows represent the general preparation component of
the first, labile programming stage, the medium gray arrows rep-
resent the location-to-distance transformation phase of the labile
programming stage, and the dark gray arrows represent the sec-
ond, non-labile stage of programming. The white arrows repre-
sent the actual saccades. In Panel A, one program follows another,
and the eyes move in sequence from word to word _, to
word, . In Panels B and C, a program is initiated while another,
labile program is in progress; in these situations, the first program
is cancelled, and the eyes move from word _ to word__ , (skipping
word,_, ). Finally, in Panels D and E, the second program is ini-
tated while the first program is in its non-labile stage; in these sit-
uations, the first program runs to completion, and the eyes move
in sequence from word,_ to word | to word,__ ,.

saccade = intended saccade length + SRE + RE (4)

In Equation 4, the intended saccade length is the distance
(in character spaces) between the current fixation (i.e.,
launch site) and the middle of the word that is the saccade
target, and SRE and RE are the systematic and random er-
ror, respectively. The SRE emerges from the fact (at least
for readers of English) that the oculomotor system
“prefers” to make saccades that are seven character spaces
in length. Saccades that are intended to be longer than
seven character spaces tend to undershoot their targets,
whereas saccades that are intended to be shorter than seven
character spaces tend to overshoot their targets. The sac-
cades that are executed tend to overshoot (or undershoot)
by approximately a half of a character space for each char-
acter space that the intended target deviates from the pre-
ferred distance. This tendency is modulated by the duration
of the launch site fixation, however, with longer fixations (on
average) leading to greater saccade accuracy (McConkie et
al. 1988; 1991). Both of these tendencies are instantiated in
the model using Equation 5:

SRE = (¥ — intended saccade length)
[Q, — In(fixation duration)/(),] (5)

In Equation 5, W is a free parameter representing the
preferred saccade length: 7 character spaces. The discrep-
ancy between this preferred distance and the length of the
intended saccade is scaled by the right-hand term, which is
a linear function of the natural logarithm of the launch site
fixation duration. (The values of the free parameters (), and
Q, were fixed at 7.3 and 4, respectively.) Equation 5 thus
ensures that the saccades that are executed will tend to
overshoot (undershoot) their targets by approximately half
of a character space for each character space that the in-
tended saccade is less than (more than) seven character
spaces. This systematic error is also modulated by the fixa-
tion duration on the launch site, so that there is less error
following longer fixations.

The final term in Equation 4, RE, is the random error
component. Consistent with McConkie et al.’s (1988; 1991)
interpretations, this error term is normally distributed, with
1 = 0 and o given by Equation 6. This equation stipulates
that the size of the random error component increases pro-
portional to the length of the intended saccade as deter-
mined by the values of the two free parameters, , and ,,.
(The values of these parameters were fixed at 1.2 and 0.15,
respectively.)

o =1, + 7, intended saccade length (6)

In closing this discussion of oculomotor control, we must
revisit the issue of refixations. A key assumption of earlier
versions of our model was that the oculomotor system be-
gins programming a saccade to refixate a given word as soon
as it is fixated. This saccade then ensues (resulting in a re-
fixation) unless the first stage of lexical processing on that
word finishes before the labile stage of programming, in
which case the program is cancelled, and the oculomotor
system begins programming a movement to the next word.
This “horse race” between the initial stages of saccadic pro-
gramming and lexical processing allowed the model to pre-
dict the correct proportion of refixations, but was problem-
atic because it resulted in a non-monotonic relationship
between the first-fixation durations and word frequency
(i.e., the first-fixation durations on the low-frequency words
were too short). This problem reflected an inherent limita-
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tion of the “horse race” assumption. That is, to predict the
correct proportion of refixations, the model’s parameter
values had to set so that the labile programming of auto-
matic refixations completed before the first stage of lexical
processing. As a result, the saccades that moved the eyes
off the initial landing site (i.e., the refixation saccades) oc-
curred very rapidly, causing the first of several fixations to
be too short. Thus, although longer words had a greater
probability of being refixated, in the process, they also had
a greater number of first fixations that were too short.

In E-Z Reader 7, we modified our assumption about au-
tomatic refixations: Rather than being started by default,
upon fixating a given word, a program is instead initiated
with a probability that is determined by the length of the
word that is to be fixated. (The low-spatial frequency infor-
mation that is used to determine word length is rapidly avail-
able from parafoveal vision; see Fig. 3.) Upon fixating a
word, the oculomotor system initiates a labile program to re-
fixate the word with probability, p, given by Equation 7. In
Equation 7, A(= 0.07) is a free parameter that modulates
how word length affects the probability of making a refixa-
tion. The model thus correctly predicts that long words are
more often the recipients of multiple fixations than are short
words. Similarly, the model also correctly predicts more re-
fixations on low-frequency words than on high-frequency
words. This is true because the first stage of lexical process-
ing will complete less rapidly on low-frequency words, and
as a result be less likely to cancel any labile refixation pro-
grams that happen to be pending. Finally, it should be noted
that E-Z Reader 7 — like its predecessors — predicts that a
substantial proportion of refixations occur because saccades
overshoot and undershoot their intended targets.

length A if(lengthA) <1
p= (7)
1 if(lengthA) >1

3.2. Simulation results

E-Z Reader 7’s performance was evaluated using data from
an eye-tracking experiment in which 30 college students
read 48 sentences containing 8—14 words each (Schilling et
al. 1998). We used the norms of Francis and Kudera (1982)
to estimate what the token frequencies of the words were
for our readers. (For example, the word “torpedo” is used
very infrequently in written text, and as a result occurs only
once in the corpus, whereas “the,” the most frequently used
word, occurs 69,974 times.) Before running the simula-
tions, we completed a separate “cloze-task” experiment in
which participants had to guess word |, when given the
sentence up through word_ so as to determine each word’s
mean predictability within its sentence context. Finally, be-
cause regressions are outside of the scope of the model, we
did not include data from sentences in which readers made
inter-word regressions.

The first simulation examined the model’s capacity to
predict the means and distributions of several commonly
used word-based measures of fixation duration and pro-
bability. To do this, we first divided the words into five fre-
quency classes. For each of the frequency classes, we com-
puted the means of the following measures: first-fixation
duration, single-fixation duration, and gaze duration; and

the probability of making a single fixation, the probability
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of at least one refixation, and the probability of skipping a
word. We also constructed first-fixation and gaze dura-
tion distributions. Finally, we ran a simulation using 1,000
statistical subjects to determine how well the model could
predict the observed means and distributions. The ob-
served and predicted means are presented in Figure 6, and
the observed and predicted distributions are presented in
Figure 7.

As can be seen in Figure 6, the model does an excellent
job predicting the observed means (2 = 0.94 for fixation
durations; v = 0.98 for fixation probabilities). In particu-
lar, E-Z Reader 7 — in contrast to its predecessors — cor-
rectly predicts the negative monotonic relationship be-
tween first-fixation durations and word frequency. This
pattern was inherently problematic for earlier versions of
the model because the relatively slow lexical processing of
low-frequency words rarely finished before the “automatic”
program to make a refixation, thereby causing the first of
several fixations (and the mean first-fixation durations) on
low-frequency words to be too short. E-Z Reader 7 avoids
this problem by eliminating the assumption that refixations
are automatically programmed upon fixating a word.!!

Figure 7 shows that the model generated first-fixation
and gaze duration distributions that are very similar to those
that were observed. In fact, this aspect of the model’s per-
formance is considerably better than that of its predeces-
sors. Although we have not quantified this improvement, it
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Figure 6. The top panel shows the mean observed and predicted
first-fixation (FFD), single-fixation (SFD), and gaze durations
(GD) for five frequency classes of words. The bottom panel shows
the mean observed and predicted single-fixation (PrSingle), refix-
ation (PrRefix), and skipping probabilities (PrSkip) for five fre-

quency classes of words.
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Figure 7. Observed and predicted frequency distributions of first-fixation (FFD) and gaze durations (GD). Each of the five panels
shows the distributions for a separate frequency class of words. Each point represents the proportion of fixation durations within a given
50-msec interval (e.g., points above the abscissa labeled “100” represent the proportion of fixation durations between 50 and 100 msec
that were observed in the sentence corpus and predicted by E-Z Reader 7).

is clear that the model is no longer over-predicting the
amount of variability in the fixation durations (cf. Fig. 7 to
Figs. 8 and 9 in Reichle et al. 1998).

Finally, we examined the first-fixation and gaze durations
that were predicted for the low- and high-frequency target
words that were used by Schilling et al. (1998) to study
word-frequency effects during reading. In their experi-
ment, Schilling et al. observed a mean gaze duration dif-
ference of 50 msec between the low- and high-frequency
target words, as well as a 31-msec frequency effect on the
first-fixation durations. E-Z Reader 7 predicted mean gaze

and first-fixation duration frequency effects of 54 and 21
msec, respectively. The results of this simulation thus show
that the model can handle both the aggregate properties of
the Schilling et al. sentences and the {requency effects on
specific words. Of course, previous versions of E-Z Reader
could also account for a number of other “benchmark” phe-
nomena; in the interest of evaluating the model further,
therefore, we completed several additional simulations
(each based on 1,000 statistical subjects).

In the first of these simulations, we first replaced the fre-
quency values of all of the Schilling et al. (1998) target
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words with the mean frequency of the high-frequency tar-
gets (141 per million). We then repeated this procedure us-
ing the mean frequency of the low-frequency targets (2 per
million). In both cases, the mean frequency values were in-
serted into the same within-sentence word positions as the
original targets. The reason for inserting the mean fre-
quency values into the sentence “frames” is that any result-
ing between-target differences can be attributed entirely to
those items. As expected, the model predicted 84- and 44-
msec frequency effects on the gaze and first-fixation dura-
tions, respectively. More importantly, the model also pre-
dicted 30- and 24-msec spillover frequency effects (for gaze
and first-fixation durations, respectively) on the words im-
mediately following the targets. These results are consistent
with demonstrations that such spillover effects are typically
one-third to one-half of the size of frequency effects (Rayner
& Duffy 1986; Rayner et al. 1989; Schilling et al. 1998).
The second simulation examined the effects of para-
foveal preview. To do this, we calculated the gaze durations
on the Schilling et al. (1998) targets both with and without
parafoveal processing of these words. The former condition

was simulated using the standard (normal) model; to simu-
late the latter condition, we “lesioned” the model so that the
first stage of lexical processing, L, on the targets could be-
gin only after the words had been fixated. (Visual pre-pro-
cessing was allowed.) Typically, the gaze durations on words
increase 40—60 msec in the absence of parafoveal preview.
Our simulation indicated that, with no parafoveal process-
ing, the model predicted a 26-msec increase in the gaze du-
rations on the target words. Although this prediction is a lit-
tle smaller than what is typically observed, it is not entirely
unreasonable, especially if one considers that the model
predicts an additional increase in gaze durations (90 msec)
in the complete absence of early visual processing.

The third simulation examined the processing “costs” that
are incurred on word, that are due to: (1) skipping word, _;
or (2) skipping word, , . Typically, the gaze duration on
word,_ will be longer it word, , | is skipped than if word_, |
is fixated (Pollatsek et al. 1993; Reichle et al. 1998). Like-
wise, there is some evidence that the gaze durations on
word, are longer if word _, is skipped than if word, _, is
fixed. To examine these effects, we first calculated the mean
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Figure 8.  Simulation results showing the details of where the eyes move during reading. The top panel shows the landing site distri-
butions on 6-letter words as a function of saccade length (i.e., the distance between the launch site and the middle of the saccade tar-
get). The locations of the launch sites and landing sites are indicated by numbers (in the legend and along the x-axis, respectively) rep-
resenting ordinal position, from left to right, with the blank space between the two words being zero. The predicted landing sites are
similar to those that have been reported elsewhere (e.g., McConkie et al. 1988; cf. Figs. 2 and 8A); that is, the distributions are approx-
imately Gaussian in shape, with means that shift from near the word centers to near their beginnings with increasing saccade length. The
bottom panel shows how the predicted systematic range error depicted in the top panel is modulated by the launch site fixation dura-
tions. As is evident, the systematic range error is attenuated following longer (above 350 msec) fixations on the launch site words.
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gaze duration difference on the Schilling et al. (1998) target
words when the following word was skipped versus fixated.
The model should predict such an effect because, if
word__ , is skipped, then the oculomotor system must mod-
ify the program to move the eyes to word,_, | so that it in-
stead moves the eyes to word_, ,, and such modifications
take additional time. Indeed, the model predicted a 58-msec
effect, which is similar is size to the 38-msec effect observed
in the Schilling et al. (1998) corpus. Next, we calculated the
mean gaze duration difference on the Schilling et al. targets
when the immediately preceding word was skipped as op-
posed to fixated. Again, the model should handle this effect
because, in cases where word _ | is skipped, any parafoveal
processing that is done on word  will be completed from a
more distant location than if word _, is fixated. The model
confirmed our predictions; it predicted a 66-msec effect,
which again corresponds fairly closely to the 50-msec effect
that was observed with the Schilling et al. materials. (E-Z
Reader 7 handled these results significantly better than ear-
lier versions of the model.)

The final simulation evaluated the model’s capacity to ac-
count for the fine-grained details of where the eyes move
during reading. This was done by examining the landing site
distributions that were generated by E-Z Reader 7 on
words of various lengths (again using the Schilling et al.
[1998] sentences).'* Figure 8A shows the landing site dis-
tributions that were predicted for 7-letter words. The fig-
ure indicates that the predicted landing site distributions
closely resemble those reported by McConkie et al. (1988;
1991): (1) the landing sites are normally distributed; (2) the
distribution means are located near the middle of the
words; and (3) the distributions shift towards the begin-
nings of the words and become more variable as the dis-
tance between the launch sites and landing sites increases.
Furthermore, as Figure 8B indicates, the magnitude of this
systematic range error (i.e., how much the saccades over/
undershoot their intended targets) is modulated by the
launch-site fixation duration, so that there is less spread
among the landing site distribution, means following longer
launch site fixations. Together, the results of this final sim-
ulation are inconsistent with Reilly and O’Regan’s (1998)
claim that models like E-Z Reader cannot explain the pat-
terns of landing site distributions that are normally ob-
served during reading,

Before moving to the alternative models of eye-move-
ment control, it is useful to note that Engbert and Kliegl
(2001) sought to evaluate the basic assumption in E-Z
Reader that lexical processing is the “engine” driving eye
movements during reading. That is, they wanted to know if
the time course of saccades is always determined by the
time course of lexical processing. To answer this question,
they implemented a computational model that, like E-Z
Reader, accounts for eye-movement control during reading
in terms of a few assumptions about lexical access and sac-
cadic programming. There are two versions of the model, a
two-state and a three-state version. The former is quite sim-
ilar to a simpler version of E-Z Reader (Model 2 in Reichle
etal. 1998), but there is only one stage of lexical processing,
and it makes somewhat different assumptions about the
variability of processes. The three-stage model is similar to
the version of E-Z Reader that we are discussing except
that, functionally, the first stage of lexical processing is re-
placed by an all-or-none process. That is, the reader is ei-
ther assumed to wait until lexical access is completed be-

fore programming a saccade, or an “autonomous saccade”
(i.e., completely independent of lexical processing) is exe-
cuted. This all-or-none process (i.e., fully process the word
before making a saccade or don’t pay any attention to lexi-
cal processing) contrasts with E-Z Reader, in which the sig-
nal to make the saccade is partial lexical processing of the
attended word.

Engbert and Kliegl's (2001) three-state model was first fit-
ted to the same sentences (taken from Schilling et al. 1998)
that were used to evaluate E-Z Reader. The model success-
fully predicted the mean fixation durations and skipping rates
for the five frequency classes of words, and in so doing
demonstrated that the state transitions can in fact be de-
scribed using different distributional assumptions (i.e., resi-
dence-time dependent probabilities). Because these resi-
dence-time dependent probabilities can be implemented as
an exact algorithm, whereas sampling from gamma distribu-
tions cannot, the model advances our understanding of eye-
movement control by providing something like a process
model of where the variability is coming from. The intro-
duction of autonomous saccades in the three-state model
marginally improved the ability of the model to fit frequency
effects on both gaze durations and probability of word skip-
ping. It also allows the model to predict (at least qualitatively)
other phenomena that E-Z Reader can predict, such as
spillover effects and word-frequency effects on preview ben-
efit. However, it is by no means clear that this improvement
can be taken as evidence for the existence of autonomous
saccades during reading (as Engbert & Kliegl claim) because
our model predicts the same phenomena by positing two
stages of lexical processing.

4. Alternative models of eye-movement control

Models of eye-movement control during reading can be
compared and contrasted along any number of different di-
mensions. Historically, the models have most often been
classified as being either oculomotor or cognitive/process-
ing; that is, with respect to whether or not language pro-
cessing plays a prominent role in guiding the eyes during
reading (Reilly & O’Regan 1998). Proponents of the oculo-
motor models claim that properties of the text (e.g., word
length) and operating characteristics of the visual (e.g., acu-
ity) and oculomotor systems (e.g., saccade accuracy) largely
determine fixation locations. An auxiliary assumption of this
view is that fixation durations are determined largely by
where in a word the eyes have fixated. In contrast, propo-
nents of the processing models tend to emphasize the role
of language processing in guiding eye movements during
reading. According to this view, the decision about how long
to fixate is determined by ongoing linguistic processing,
whereas the decision about where to fixate is jointly decided
by linguistic, visual, and oculomotor factors. Although these
two views of eye-movement control in reading have often
been treated as completely distinct theoretical “camps,” the
distinction is one of degree because the actual models vary
considerably with respect to how central a role linguistic
processing plays in determining the moment-to-moment
movements of the eyes through the text.

This fact has been acknowledged in more recent papers.
Engbert et al. (2002), for example, have also categorized
the existing oculomotor models with respect to their as-
sumptions regarding attention. According to this taxonomy;,
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the models near the cognitive end of the continuum can be
further divided into those that assume the serial allocation
of attention (i.e., sequential attention shift), and those that
posit an attention gradient (i.e., guidance by attentional
gradient). In the sequential-attention-shift models, atten-
tion is allocated serially, from one word to the next, whereas
in the guidance-by-attentional-gradient models, attention
is a gradient, so that more that one word can be attended to
(and processed) in parallel. Because the question of how at-
tention is allocated during reading is quite contentious (see
Henderson & Ferreira 1990; Inhoff et al. 2000a; 2000b;
Kennedy 2000; Murray 1998; Rayner et al. 1998), the mod-
els will undoubtedly play a prominent role in guiding future
research in an effort to resolve this issue. (How this issue is
resolved will also have important ramifications for the mod-
els.) Consequently, in the following review, we shall use
both of these dimensions in describing existing models of
eye-movement control during reading. We shall also use the
oculomotor-cognitive dimension to organize our discus-
sion, starting with those models that assign the least signif-
icance to Iinguistic processing.

4.1. Minimal control

In this model, neither fixation durations nor saccade
lengths are affected by linguistic or cognitive factors, but
are instead affected only by the physical layout of the text
(Suppes 1990; 1994). The model consists of a small number
of axioms that describe the fixation-duration distributions
and a random-walk process that determines where the eyes
will move next.

The axioms describing fixation durations are as follows:
First, the duration of each fixation is a function of the num-
ber of operations (which are never specified) that must be
completed during each fixation. Second, the fixation dura-
tions are stochastically determined by sampling from an ex-
ponential distribution if a single operation must be com-
pleted; in cases requiring two operations, the durations are
described by the convolution of two independent exponen-
tial distributions. Finally, the fixation times are indepen-
dent of both earlier processing and the current text content.
Thus, the model stipulates that variability in fixation dura-
tions is not due to variability in the duration of the under-
lying cognitive processing, but instead reflects the proba-
bilistic nature of the processing.

Saccades are determined by a similar set of rules. First,
if the processing within a “region of regard” (which is de-
fined — in the case of reading — by a given word) completes,
then the eyes are moved to the next word; otherwise, they
remain in the same location. Second, if processing has not
finished and the memory for a prior region of regard has de-
cayed, then the eyes are moved back to that prior region.
Third, if perceptual processing of the upcoming word has
finished from the current location, then the upcoming word
is skipped. Finally, the length of each saccade is indepen-
dent of both earlier processing and the length of prior sac-
cades. (Thus, cognitive processing is posited to affect the lo-
cations of fixations.)

Unfortunately, the minimal-control model has only been
used to simulate eye movements during an arithmetic task
(Suppes 1990; Suppes et al. 1982; 1983), so that it is difficult
to evaluate its adequacy with respect to reading. It is clear,
however, that the model only makes predictions on the level
of individual words, and therefore cannot account for either
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landing site distributions (McConkie et al. 1988) or the opti-
mal viewing position effects (O'Regan 1990). The model also
fails to account for many other factors that are acknowledged
by Suppes (1994) to affect eye movements during reading.

4.2. Strategy tactics

This model originated from two observations: First, words
are identified most rapidly if they are fixated slightly to the
left of center, on the optimal viewing position; and second,
words are also less likely to be refixated if they are initially
viewed from this position (O’Regan 1990; 1992b; O’'Regan
& Lévy-Schoen 1987). These results led O'Regan to sug-
gest that readers adopt a “strategy” of directing their eyes
from word to word in an attempt to fixate each word’s opti-
mal viewing position. This reading strategy is “risky” be-
cause the saccades often miss their intended targets, so that
the words are sometimes viewed from sub-optimal loca-
tions. To compensate for this, the reader can also use a
“careful” variant of the strategy that includes the following
within-word “tactic™: If the eyes do not land near the opti-
mal viewing position, then immediately move them to the
other end of the word. Using this tactic ensures that every
word will either be viewed from its optimal position (in the
case of single fixations) or will be viewed from two differ-
ent locations (in the case of refixations).

Because the within-word tactics are guided by visual fac-
tors (e.g., word length), the model predicts that linguistic
variables (e.g., word frequency): (1) should only modulate
fixation durations when there is a single long fixation or
when the fixation is the second of two, and (2) should not
modulate refixation probabilities. Unfortunately for the
strategy-tactics model, neither of these predictions has been
confirmed. Rayner et al. (1996) found that word frequency
effects were evident in the first of two fixations (see also
Sereno 1992), and that refixations were more likely on low-
frequency words than on high-frequency words (with length
controlled). In addition, Rayner et al. found that neither fix-
ation durations nor frequency effects on single-fixations var-
ied as a function of landing position,'® which suggests that
the optimal viewing position may be much less important in
normal reading than in the identification of single words
when they are presented in isolation (see also Vitu et al.
1990). It is worth noting that our current conjecture about
refixations (see Equation 8) is similar to that of the “careful”
strategy; both assume that the reason for moving the eyes to
a second location within a given word is that it affords the
reader a better view from which to identify the word.

4.3. Word targeting

This theory was largely motivated by the seminal work of
McConkie and his colleagues (McConkie et al. 1988; 1989;
1991; Radach & McConkie 1998). As mentioned previ-
ously, they expanded upon the observation that readers typ-
ically fixate the preferred viewing location (Rayner 1979),
and found that landing site distributions behaved systemat-
ically with respect to both saccade length and the launch
site fixation duration. These findings led McConkie and his
colleagues to conclude the following: First, the landing site
distributions (which resembled truncated Gaussian distri-
butions; see Fig. 2) reflect random noise in the oculomotor
system, with the missing tails being due to cases in which
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the eyes undershot or overshot their intended targets. The
oculomotor system is also assumed to be “tuned” to make
saccades approximately seven character spaces in length, so
that longer saccades tend to undershoot their targets, while
shorter saccades tend to overshoot their targets. This sys-
tematic range error causes the distributions to shift towards
the beginnings of words as the launch site becomes more
distant from the intended saccade target. With longer
launch site fixations, however, the eye-movement system has
more time to plan its saccades, which results in more accu-
rate saccades and a reduction in the systematic range error.

The relationships among saccade length, the duration of
the launch site fixation, and saccadic accuracy led to the de-
velopment of precise mathematical descriptions of how
these variables affect the landing site distributions during
reading (McConkie et al. 1994). Although there have also
been attempts to provide similar mathematical descriptions
of fixation durations (McConkie et al. 1994; McConkie &
Dyre 2000; see also Brysbaert & Vitu 1998), these accounts
are little more than precise descriptions of the data, and do
not attempt to explain how linguistic processing affects fixa-
tion durations during reading. Also, because these descrip-
tions address the “where?” and “when?” questions of eye-
movement control independently, they fail to explain why
the durations of fixations are related to their spatial locations.

Recently, however, several word-targeting strategies were
implemented as computer simulations (Reilly & O’Regan
1998) so that several theoretical assumptions about eye-
movement control could be evaluated with respect to how
well they handle the findings related to landing-site distribu-
tions (McConkie et al. 1988). These simulations included
several alternative strategies, including three that might be
classified as oculomotor (e.g., word-by-word, target long
words, and skip short words) and at least one in which lan-
guage processing is important (e.g., skip high-frequency
words). The results of these simulations indicated that the
target-long-words strategy fit the landing-site distributions
better than the other strategies, while the language-based
strategies fared rather poorly overall. On this basis, Reilly
and O’Regan suggested that language-processing models do
not provide an adequate account of eye-movement control
during reading. As we demonstrated earlier, however, pro-
cessing models (e.g., E-Z Reader) can generate reasonable-
looking landing-site distributions (see Reichle et al. 1999).
Our model’s successes here are largely due to the fact that
McConkie et al. (1988; 1989; 1991) provided such a precise
explanation of how visual and oculomotor variables affect eye
movements, and that incorporating such an eye-guidance
mechanism into our model is fully compatible with our
model’s other language processing assumptions.

4.4. Push-Pull

Yang and McConkie (2001) recently applied the core as-
sumptions of the Push-Pull theory of saccade generation
(Findlay & Walker 1999) to the domain of reading. The
name of this model originates from the hypothesis that the
timing of saccades is determined by the outcome of com-
petitive (“push-pull”) operations that occur among various
components of the oculomotor system. These operations
are necessary to resolve the ever-present conflict of
whether to keep the eyes stationary (i.e., to fixate) or move
the eyes to a new location (i.e., to make a saccade). Thus,
the key assumption of this model is that the timing of sac-

cades is largely independent of lexical processing (with the
exception that processing difficulty can inhibit the oculo-
motor system from initiating a program). At present, how-
ever, the model has not been implemented within a com-
putational framework, so it is difficult to evaluate how well
it accounts for the various reading phenomena that have
been described in this paper.

4.5. SWIFT

Many of the ideas of the Push-Pull model have been in-
stantiated in the SWIFT (Saccade-generation With Inhibi-
tion by Foveal Targets) model (Engbert et al. 2002; Kliegl
& Engbert 2003). The model’s architecture is shown in Fig-
ure 9. If one compares Figure 9 to Figure 3, it is evident
that SWIFT and E-Z Reader share several key assump-
tions: In both models, words are identified in two stages and
saccadic programming is completed in two stages. In con-
trast to E-Z Reader, however, SWIFT assumes that lexical
processing is distributed over a four-word attentional gra-
dient (i.e., SWIFT is a guidance-by-attentional-gradient
model). Another important difference between the two
models is that saccadic programs in SWIFT are initiated au-
tonomously, after a variable (random) time interval, unless
this interval is extended because the word being fixated is
difficult to process. In contrast to E-Z Reader, therefore,
lexical processing in SWIFT is not the engine driving eye
movements during reading; instead, saccades are initiated
s0 as to maintain a preferred mean rate of eye movements.
During the first stage of lexical processing, the lexical ac-
tivity of word, at time t, @, (t), increases (i.e., da, /dt > 0)
until it reaches some maximum value, L, . During the sec-
ond stage of lexical processing, a, () decreases (i.e., da, / dt
< 0) until it equals zero. L _isa function of the word’s nor-
mative frequency of occurrence in text and its predictabil-
ity in the local sentence context, as given by:
L = (1 — predictability ) [« — B log (frequency )]  (8)
In Equation 8, a and B are free parameters that modu-
late the effect of word frequency. (Note the similarity be-
tween Equation 8 and the equations that determine lexical
processing times in E-Z Reader: Equations 2 and 3.) The
lexical activity of word  reaches its maximum at time t- The
rate at which @ approaches L, is given by:

da, () +HifAe ife<e,
dt  —Apt ife>t, )

In Equation 9, f and \,_are parameters that control the
rate at which @, approaches L . The parameter f increases
the rate of the first stage of lexical processing (relative to the
second) so that it is completes more rapidly, and the N, pa-
rameter adjusts the rate of lexical processing as a function
of the distance between the word and the fovea (i.e., the
point of fixation). The parameter N, has four values (as in-
dexed by the k subscript): One for each of the four words
in the attentional gradient. Thus, the word being fixated
(word, ) is processed most rapidly, word _, and word, |
are processed less rapidly, and word, _, is processed least
rapidly (e, A >N |, =\ ., >\ _,,). This asymmetry
in the attentional gradient reflects the well-known fact that,
for readers of English, the perceptual span extends further
to the right of fixation (McConkie & Rayner 1975; Rayner
1986; Rayner & Bertera 1979; Rayner et al. 1982).'4
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Figure 9. A schematic diagram of the SWIFT model (Engbert et al. 2002; Kliegl & Engbert 2002). Lexical processing occurs within a
four-word attentional gradient. Saccadic programs are initiated autonomously, by a timing mechanism, so as to maintain a mean rate of
eye movements. The dashed gray arrow represents the inhibitory link between the fovea and the oculomotor system. This inhibitory link
allows word identification to extend the duration of the current fixation (via increasing the duration of the time interval between sac-

cades) if the word being fixated is difficult to process.

In SWIFT, eye movements are directed towards words
that have received intermediate amounts of lexical process-
ing. The conditional probability of a saccade being directed
towards word, at time ¢ if the eyes are currently on word_is
given by Equation 10. In this equation, the subscript m in-
dexes word position within the attentional gradient, which
extends two words to the right of the currently fixated word
(e, word ). If 3 _a (t) = 0, then the eyes are directed to-
Wards the next WOI”(i 1mmedlately to the right of the atten-
tional gradient that has not been completely processed.

ifk<n+2

a(t)/Za (b)
R S

(10)

As already mentioned, saccadic programs are initiated so
as to maintain a mean rate of eye movements. Saccadic pro-
grams are initiated after a random interval, ¢, that is given
by Equation 11. In Equatlon 11,¢ isa 1andom time inter-
val (the value of which is detcnmned by sampling {rom a
gamma distribution) and / is a free parameter that length-
ens ¢_by an amount proportional to the lexical activity of
word, . The intuition behind Equation 11 is that the model’s
tendency to relentlessly drive the eyes forward will be held
in check if the word identification system is experiencing
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difficulty processing the word that is currently being fix-
ated. Two points about Equation 11 are noteworthy: First,
this inhibition by foveal targets is necessary for the model
to account for the frequency effects that are typically ob-
served on first-fixation durations. (The model presumably
predicts frequency effects on the other word-based mea-
sures because, in natural text, word frequency is negatively
correlated with word length, so that longer words tend to
be fixated more often — purely by chance — than shorter
words.) Second, although this inhibition is necessary to pro-
duce normal word frequency effects, it is operational only
approximately 15% of the time.

t=t +ha, (11)

Finally, the initiation of saccadic programs in SWIFT is
separated from the selection of saccade targets. Thus, the tar-
get of an upcoming saccade is not selected as soon as the pro-
gram is initiated; instead, there is a lag, so that there is little
“cost” in terms of re-programming time if the labile program
has to be cancelled. This assumption provides a means of
avoiding the problem associated with earlier versions of our
model (e.g., E-Z Readers 5 and 6); namely, that our model
predicted costs due to skipping that were too large.

SWIFT was applied to the same corpus used to evaluate
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E-Z Reader (i.e., the Schilling et al. 1998 sentences). Like
our model, SWIFT successfully predicted the mean values
for each of the word-based measures. (Engbert et al. [2002]
have not, however, examined the predicted distributions.)
Although Engbert et al. did not examine their model’s per-
formance on the Schilling et al. high- and low-frequency
target words, the model would undoubtedly handle the fre-
quency effects on these specific items, too. Furthermore, in
contrast to earlier versions of our model (E-Z Readers 5 and
6) but not to the current version, SWIFT predicts costs for
skipping upcoming words that are concordant in size with
those that have been reported in the literature. As Engbert
etal. indicate, this aspect of the model’s performance stems
from the fact that the timing of the saccadic programs is de-
coupled from their target selection. This distinction be-
tween the two models has been blurred, however, because
of our assumption in the current version of the E-Z Reader
model that target selection occurs during the later half of
the labile saccadic programming stage.

Kliegl and Engbert (2002) have recently examined
SWIFT’s capacity to simulate the results of a gaze-contin-
gent display experiment reported by Binder et al. (1999) in
which parafoveal preview of specific target words was ei-
ther allowed or denied. The model successfully captured
the pattern of effects observed in this experiment: In the
absence of parafoveal preview, the target words tended to
be fixated longer, skipped less often, and be the recipients
of more regressions.

In the final analysis, we agree with Engbert et al. that
SWIFT provides a viable alternative — at least as measured
with respect to the model’s capacity to handle a wide array of
phenomena — to the current sequential-attention-shift mod-
els, including E-Z Reader. Although the model has not yet
been fitted to the landing site distribution data reported by
McConkie and his colleagues (McConkie et al. 1988; 1991),
we acknowledge that the model could probably account for
these effects if it were augmented with assumptions similar
to those used by E-Z Reader (i.e., Equations 4 to 6). Never-
theless, we strongly believe that the remaining differences
between the two models are far from being merely cosmetic.
To reiterate, in E-Z Reader, attention is allocated serially,
from one word to the next, with word identification being the

“engine” driving the eyes forward. In stark contrast to this, in
SWIFT, attention is allocated in pamllel to several (four)
words within an attentional “window,” with the tempo of the
eye movements being largely independent of the moment-
to-moment lexical processing (with the only exception being
due to the occasional delays in the initiation of saccadic pro-
grams due to foveal inhibition by difficult words). We suspect
that, in the future, the relative merits of the two sets of as-
sumptions will be measured with respect to how well they
handle the many effects of linguistic variables that have been
documented in the reading literature (see Rayner 1998). For
reasons that we have discussed elsewhere (Pollatsek &
Rayner 1999), we believe that the ability to explain such ef-
fects will ultimately support our claim that the intrinsic na-
ture of language processing during reading hinges upon word
identification: (1) proceeding in a serial fashion, and (2) be-
ing the primary determinant of when the eyes move.

4.6. Glenmore

Yet another model inspired by Findlay and Walker (1999)
is the Glenmore model'® of Reilly and Radach (2003). The

model’s architecture is depicted in Figure 10. As is evident
in the figure, Glenmore is a connectionist model (cf. Mc-
Clelland & Rumelhart 1986; Rumelhart et al. 1986b) that
consists of three major components: (1) a saliency map that
selects the saccade targets; (2) an interactive-activation net-
work that identifies words; and (3) a saccade generator that
initiates and executes eye movements.

Like both the Push-Pull model (Yang & McConkie
2001) and SWIFT model (Engbert et al. 2002), lexical pro-
cessing is distributed across a gradient. Letter presence/
absence is encoded across a series of 30 letter-sized input
units, each of which corresponds to a unique spatial loca-
tion in the visual array. The activation of these units is
scaled so that it decreases for units that are farther away
from unit 11 (which, in the model, is the center of the
fovea). The scaling is done using a gamma distribution
function with a mean centered on unit 11, as described by
Equation 12. In this equation, i is the position of the input
unit, and p, and o, are parameters that specify the mean
and standard deviation of the distribution, respectively.
The scaled input unit activation is then propagated (via di-
rect one-to-one connections) to both the letter units of the
word-identification system and units of the saccade target
saliency map.

activation(i) = Gamma(i, p, o) (12)

Each letter unit receives activation from (and sends acti-
vation to) the word units, so that a given letter sequence can
be mapped onto its corresponding lexical representation.
The model thus incorporates many of the basic processing
principles of the classic Interactive-Activation Model of
word-identification (McClelland & Rumelhart 1981), such
as top-down modulation of letter activation and a “winner-
take-all” competition among word units. Letter units also
send activation to the saliency units, which also receive ac-
tivation from the input units. The saliency units form a map,
with each unit corresponding to one of the 30 locations
specified by the input units. This saliency map is used to se-
lect the targets of upcoming saccades; the unit that is most
active will be the target of any saccade that is executed.

Activation is propagated to the letter and saliency units
in standard fashion; the input to each unit i at time ¢ is given
by Equation 13, in which 05 is the activation that is being
propagated to unit ¢ from unit ], and w, i is the connection
weight between unit i and unit j.

+ 2 W, (13)

IDPUt' it—1 ij ]t

1nput

The accumulation of activation Wlthm these two types of
units is described by a Gaussian probability density transfer
function; that is, the units accumulate activation over time
as described by Equation 14. Here, input, is the net input
to unit i (as given by Equation 13), and ., and o, are pa-
rameters that specify the mean and standard deviation of
the distribution, respectively.

L 1 —(input;—Hy)? /(20 )%)
activation(input, [, O\ ) = —F———c¢ PN N
N On (270y) (14)

The activation described by Equation 14 is then propa-
gated to the word units using Equation 15. In Equation 15,
L] is activation from letter unit j (which is divided by word
length n, to nullify the effect of this variable), W%, is the
activation from a word unit i to itself (via 1ecurlent con-
nections), and VVOk . is activation from other word units (via
inhibitory connections).
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Figure 10. A schematic diagram of the Glenmore model (Reilly & Radach 2003). The model has a connectionist architecture and is
comprised of three main components: (1) an interactive-activation network that is responsible for identifying words; (2) a saliency map
that selects saccade targets; and (3) the saccade generator. Activation of the input units is propagated forward to the letter and saliency
units so as to identity and localize the individual letters in the 30-unit input array. Letter activation is then spread to the word units (which
provide top-down modulation of the letter units), the saliency units, and a fixate-center unit. A saccade is initiated to the target location
that corresponds to the most active saliency unit whenever the activation of the fixate-center unit falls below a certain threshold.

Ziwi.L.[ R o
input, = input; _| +#+ziw“w e = 2w Wk (15)

n

Word unit activation is accumulated using a sigmoid
transfer function, so that the activation of unit i is given by
Equation 16. Activation therefore ranges continuously over
the range 0 to 1 and is equal to 0.5 when the net input
(given by Equation 15) equals the free parameter . The
other free parameter, B, controls the steepness of the func-
tion, or the rate at which activation goes from zero to one
as the net input increases. The role of the word units is to
support the letters of words that are presented as visual in-
put. This is critical because the letter units also propagate
activation to the fixate-center unit, which is responsible for
initiating saccades. When the activation of the fixate-cen-
ter unit falls below a certain threshold, it signals the sac-
cadic generator to move the eyes to the location specified

by the saliency map.
activation(i) = 1/ {1 + e~ [(inputi — «)/B]} (16)
The saccades that are generated by Glenmore are sub-
ject to both systematic and random error. The landing site
distribution mean, ., is centered (i.e., is equal to zero) on
the target word and deviates from the target as described
by Equation 17. Likewise, the standard deviation of the
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landing site, o, also varies as a function of saccade length,
as described by Equation 18. In these equations, the slope
(b, and b,) and intercept (m, and m,) parameters modulate
the effect of saccade length.

w = b, + m, (saccade length) (17)

o = b, + m, (saccade length?) (18)

Finally, each landing site, x, is a random deviate that is in-
dependently sampled from a Gaussian distribution defined
by Equation 19, with w and o being defined by Equations
17 and 18, respectively.

1
f(XaM,G)—W

The Glenmore model has been successfully applied to
wide range of eye-movement phenomena. However, in-
stead of fitting their model to a sentence corpus (as we and
others have done with the Schilling et al. 1998 sentences),
Reilly and Radach (2003) have demonstrated their model’s
competence by running simulations in which they illustrate
key properties of its performance. So far, they have shown
that Glenmore successfully predicts many of the findings
simulated by our model, including word-frequency effects,
spillover effects, and preview effects that are modulated by

-(x-w)’/(26°
(/207 (19)
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the difficulty of the fixated word. Moreover, although they
did not provide evidence that the model reproduces the
types of landing site distributions observed by McConkie
et al. (1988; 1991), the model has clearly been designed to
account for such effects (see Equations 17-19). Likewise,
it remains an open question as to whether the model can
predict the costs that have been observed for skipping.
Based on these results, therefore, we think that the Glen-
more model is very promising, and that — again, if one only
considers the model’s performance — it provides a viable al-
ternative to the cognitive-based, serial attention models
(like E-Z Reader). However, we also believe that the model
may be inherently limited in that it makes no provisions
for explaining how linguistic variables affect eye move-
ments during reading. As it is currently implemented, for
example, the Glenmore model cannot handle predictabil-
ity effects. We suspect that, given the model’s core asump-
tions (e.g., the gradient of lexical processing), many of the
well-documented effects of linguistic processing (see
Rayner 1998) may prove to be even more challenging for
the model.

4.7. Mr. Chips

This model was proposed as a means to evaluate how an
ideal-observer (i.e., a reader with perfect lexical knowledge
and the well-specified goal of maximizing reading speed)
would move his/her eyes (Klitz et al. 2000; Legge et al.
1997). Consequently, the model exemplifies a very differ-
ent approach to understanding the interrelationships
among visual processing, word recognition, and eye-move-
ment control during reading. The model does this using
three pieces of information: (1) input from a “retina” that
encodes a small number of letters in the fovea and indicates
whether letters in the parafovea/periphery are present or
absent; (2) knowledge about the relative frequencies with
which words occur in text; and (3) knowledge of the likeli-
hood of making a saccadic error of a given size for each

given saccade length. These three types of knowledge are
depicted in Figure 11.

The Mr. Chips model attempts to use all of the above in-
formation that is available from a particular fixation location
to identify the next word in text using the fewest saccades
possible. To do this, the model calculates the expected un-
certainty that is associated with being able to identify a word
for saccades of each possible length. It then executes a sac-
cade that minimizes this uncertainty. For example, imagine
that the model has the following information about a word:
Itis five letters long and begins with “abo” (see Fig. 11). The
model uses this information in conjunction with its lexical
knowledge to calculate conditional probabilities of the let-
ter string being each of the words that satisfy these con-
straints, using Equation 20:

poT/YT, &

In Equation 20, p, is the conditional probability of the let-
ter string being word,, given the letter information already
known (“abo” in the example); P, is the absolute probabil-
ity of the letter string being word,; and the P s are the ab-
solute probabilities of the letter strings in the “candidate
set” (in the example, all of the 5-letter word beginning with
“abo”). In the Figure 11 example, the conditional probabil-
ity that “abo—" is “about” is equal to 0.849.

The conditional probabilities are then used to compute
the conditional entropy, or degree of uncertainty, H, that
would result from a saccade of length, L, under the as-
sumption that the letter string is word, using Equation 21.
For example, from the current fixation, the entropy associ-
ated with the letter string is: H(0, abo—) = 0.613. (Smaller
entropy values represent less uncertainty about the identity
of a word, so that identification occurs with certainty when
the entropy value associated with a letter string equals
zero.) A saccade of L = 1 would reveal one letter, which,
given the model’s lexical knowledge, must be either “u” or
“v.” If the letter is “u,” then the conditional probability of
the word being “about” is p = 1, and the conditional en-

LEXICON ENTROPY SACCADE
- MMININIZATION GENERATOR
Relative ATLGORITHM
Word Frequency
()

a o0.0037
ahle 0.00037 SACCADE
about 0.0037
ahove 0.00066 ACCTRACY mFRE-E:RTIEN-I.i%IDN

: : ENOWLEDGE
t}.m . : 11 ’____i 2 * A&k qho%k *

Figure 11.

A schematic diagram of the Mr. Chips model (Klitz et al. 2000; Legge et al. 1997). The model attempts to compute the sac-

cade length that will minimize the uncertainty about the identity of next unidentified word. It does this using three sources of informa-
tion: (1) the relative frequencies with which the words in its lexicon occur in text; (2) the accuracy of saccades for each possible saccade
length; and (3) visual information from the model’s “retina.” Visual information is encoded from two regions in the retina: a fovea, in
which letters can be identified, and a parafovea, in which letters can be discriminated from blank spaces. (In the Figure, the retina is
presented by a rectangle, with the white and gray areas corresponding to the fovea and parafovea, respectively.) The entropy-minimiza-
tion algorithm computes the saccade length that will minimize the uncertainty of the next unidentified word, and then an error-prone
“Saccade Generator” executes the saccade so that the retina can encode additional letter information.
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tropy would be reduced to: H(1, about) = 0. Likewise, if the

letter is “v,” then the conditional entropy is reduced to: H(1,
above) = 0.

H(L, word)) = =3, p, log, (p,) (21)

After the conditional entropies are calculated for each
possible saccade length, Mr. Chips computes a probability-
weighted average to determine the expected entropy asso-
ciated with a saccade of each given length. This is done us-
ing Equation 22. In the example, H(L) = 0 for saccades of
lengths 1 to 5. Because of saccadic error, however, each sac-
cade of intended length, L, has an associated landing-site
distribution, P, (x), which determines the probability of
making a saccade of actual length, x. The model uses this
knowledge to calculate the entropy associated with each
saccade length, L, averaged across all of the possible land-
ing sites. Equation 23 gives the expected uncertainty, H,,
associated with making a saccade of intended length L. Fi-
nally, the model makes the saccade that minimizes H ,, and
thereby maximizes the probability of identifying the word.
In cases where more than one possible saccade yields the
same expected entropy, Mr. Chips executes the longest sac-
cade possible so as to maximize reading speed.

H(L) =3, p, H(L, word,) (22)

H, = %,P, (x) Hx) (23)

Because Mr. Chips was developed with the intent of ex-
amining the way lexical knowledge and restrictions on visual
encoding affect saccade lengths and fixation locations, the
model does not address the “when?” question of eye-move-
ment control. Several of the model’s emergent properties,
however, are consistent with research findings about where
the eyes move. For example, the model predicts that the
mean saccade length will be around seven character spaces
(McConkie et al. 1988) and that saccades will tend to be di-
rected towards the optimal viewing position (O’Regan
1990). The model also predicts parafoveal preview effects
because the left-most letters of upcoming words are often
identified before the words are actually fixated.

Unfortunately, it does not seem plausible that human
readers compute the expected amount of information to be
gained from each possible saccade length so as to make the
saccade that maximizes this gain. Klitz et al. (2000) ac-
knowledge this fact, and say that their model “is not in-
tended as an exact model of how humans perform a task,
but rather establishes an upper bound (i.e., a level of com-
petence) for human performance.” Furthermore, the Mr.
Chips algorithm is well approximated by the simple heuris-
tic of left-justifying the target word in the high-resolution
part of vision, so that, on some level, the model is psycho-
logically plausible.

Moreover, it is important to point out that Mr. Chips, un-
like the other models discussed in this article, was devel-
oped to investigate how visual impairment might affect eye
movements during reading. In this capacity, the model has
been successful (Klitz et al. 2000). A comparison of the
model’s performance to that of a human in a reading task'®
with a simulated scotoma (i.e., a blind spot in the visual
field) indicated that, in contrast to the model, the human
had difficulty integrating information across central sco-
tomas more than a single character-space in size. The hu-
man reader appeared to primarily use visual information
from one side of the scotoma and to use the visual strategy

466 BEHAVIORAL AND BRAIN SCIENCES (2003) 26:4

of moving the eyes in order to place the region of normal
vision over all of the character spaces in turn, rather than
using lexical knowledge to winnow down the possible iden-
tities of letter strings from a single fixation. Although the
human reader’s natural strategy produced shorter saccades,
it markedly increased reading speed over when they tried
to execute the Mr. Chips strategy. These analyses, there-
fore, suggest that, while the seemingly erratic eye move-
ments of readers with scotomas do not allow the maximal
amount of information to be extracted from the page dur-
ing each fixation, they are nevertheless adaptive in that they
allow a maximal overall rate of information extraction.

4.8. Attention shift

In the attention-shift model (or ASM), linguistic processing
and eye-movement control are loosely coupled (Reilly
1993). As Figure 12 indicates, the model’s architecture con-
sists of pair of interacting connectionist networks that are
trained using the back-propagation learning algorithm
(Rumelhart et al. 1986a). One of these networks is respon-
sible for word identification; the other is responsible for
programming saccades. As each word is identified, the lex-
ical-encoding network signals attention to shift to the next
word, so that it can be processed. The movement of atten-
tion, in turn, causes the saccadic-programming network to
begin programming a saccade to the next word. In contrast
to E-Z Reader, the ASM does not allocate attention serially,
from one word to the next. The attention “spotlight” is in-
stead fixed in size, so that whatever falls within the spotlight
will be the focus of attention. This means that, in cases
where two or more short words follow in immediate suc-
cession, they both may be in the spotlight and can be en-
coded on a given fixation. The ASM is therefore a guidance-
by-attentional-gradient model.

In the ASM, the times needed to complete both lexical
access and saccadic programming are determined by the
number of cycles that the two networks require to settle
into stable activation patterns. As in E-Z Reader, the visual
input to the word identification system is affected by reti-
nal acuity limitations. Thus, the activation patterns that rep-
resent letter features become more “degraded” (i.e., the ac-
tivation values of the units representing the letters decrease
and are more prone to noise) as they are encoded further
from the fovea, especially for letters that share many fea-
tures with other letters. This degradation allows the model
to account for the finding that word identification becomes
more difficult as the distance between the word and the
fovea increases (Morrison & Rayner 1981).

Although Reilly (1993) does not provide a detailed ac-
count of his model’s performance, the ASM does simulate
a few of the basic phenomena related to eye-movement
control in reading. For instance, the model generates mean
fixation durations and saccade lengths that are in close
agreement to values that have been reported in the litera-
ture. In contrast to E-Z Reader, however, the ASM has not
fitted to the various word-based measures, nor has it been
shown to generate means and distributions for the different
frequency classes of words. Nonetheless, because the
amount of training that the word-recognition module re-
ceives on each word is proportional to each word’s fre-
quency of occurrence, the model does predict that low-{re-
quency words are fixated longer than high-frequency
words. Moreover, because two successive short words are
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Figure 12. A schematic diagram of the Attention-Shift model (Reilly 1993). In the model, visual input is represented by an array of 26
letters that can be in any of 20 different spatial locations (position 8 is the center of the fovea). The core of the model consists of two con-
nectionists networks that work in tandem to identify words and move the eyes. The first network, labeled “Lexical Encoding” in the-
Figure, has as its input the activation values of each letter from the 16 central spatial positions. This information is used to identify indi-
vidual words, which are represented by the word units as unique 8-bit patterns. The input to the second network, labeled “Saccadic
Programming” in the Figure, are the maximal values from each spatial position, which is used to compute the direction and amplitude
of the saccades. The “Asymptote Detectors” determine when the networks have settled into stable activation patterns, and thus provide
an index of processing time. Word identification causes attention to shift, which modifies the visual input by reducing the activation val-
ues of unattended spatial input units (this is represented by the thick arrows in the Figure). Attention shift also enable saccades, which
are executed after the “Saccadic Programming” network has settled into a stable pattern or after a certain time interval (which is deter-

mined by the “Timer”). Saccades also modify the visual input by boosting the activation values of the letters in the next word.

sometimes encoded in parallel, the model is able to account
for the skipping of short words, as well as parafoveal pre-
view benefit. Itis of interest, though, that the ASM does not
account for either of these phenomena in the same way that
E-Z Reader does. In our model, skipping occurs whenever
the word being fixated is identified, attention shifts to the
next word, and it too is identified (in the parafovea). Thus,
the models provide quite different accounts of the same
phenomena: Whereas the ASM (a guidance-by-attentional-
gradient model) allows some degree of parallel processing
of upcoming words, E-Z Reader (a sequential-attention-
shift model) allows for parafoveal processing via covert
shifts of attention. There is one noteworthy difference be-
tween the two models with respect to parafoveal process-

ing, however: In contrast to our model, the ASM does not
explain why predictable words are skipped more often than
less predictable words.

Finally, like E-Z Reader, saccadic programming in ASM
is prone to noise, so that individual words can be refixated
and/or skipped due to simple oculomotor error. Reilly
(1993) has not, however, demonstrated that the model can
reproduce the complex dependencies between the loca-
tions and durations of launch sites and the landing site
distributions. We therefore contend that, unlike E-Z
Reader, the ASM has not — at present — provided a com-
plete account of the visual, oculomotor, and language-
processing determinants of eye-movement control in
reading.
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4.9. EMMA

Salvucci (2000; 2001) has recently extended many of the
core principles in E-Z Reader to provide a general theory
of the interrelationships among cognition, attention, and
eye movements. This model, EMMA (Eye Movements and
Movements of Attention), has been implemented within
the ACT-R/PM production-system architecture (Anderson
& Lebiere 1998; Byrne & Anderson 1998). Productions are
procedural condition-action pairs (i.e., “if-then” state-
ments) that perform operations on units of declarative
knowledge. For example, the production:

If (letter, = “c” & letter, = “a” & lettery = “t”),
then (word = “cat”)

encodes the percept “cat,” so that the meaning of the word
can then be retrieved from semantic memory.

In EMMA, the encoding time for both words and ob-
jects, T, . is given by Equation 24. In Equation 24, the fre-
quency of occurrence is scaled within the range (0, 1), & is
the eccentricity of the word or object (as measured by the
angular distance between it and the fovea), and K and k are
free parameters which scale the encoding time and eccen-
tricity parameter, respectively. Like E-Z Reader, EMMA is
a sequential-attention-shift model. EMMA also shares the
following assumptions with E-Z Reader 7. First, encoding
times are a function of both normative frequency and foveal
eccentricity. Second, the actual amount of time that is re-
quired to encode a given object or word is determined sto-
chastically by sampling random values from gamma distri-
butions having fixed means (cf. Equations 1, 2, and 3,in E-Z
Reader 7, and Equation 24, in EMMA) and standard devi-
ations. Third, saccadic programming is completed in two
sequential stages (the first being subject to cancellation by
subsequent programs, the second not), the durations of
which are also sampled from gamma distributions having
fixed means and standard deviations. Finally, although sac-
cades are directed towards the centers of their intended tar-
gets, they often deviate from their targets because of Gauss-
ian motor error.

T, = K[—log(frequency)] ek (24)

Although EMMA and E-Z Reader share many common
assumptions, there are a few notable differences. First, in
contrast to our model, encoding time in EMMA is not mod-
ulated by predictability, so that the model cannot account
for predictability effects (Balota et al. 1985; Ehrlich &
Rayner 1981; Rayner & Well 1986). Second, the distinction
between the first and second stages of lexical processing in
E-Z Reader corresponds to the encoding and cognitive-
processing stages in EMMA, respectively. As cognitive pro-
cessing completes, it directs the visual system to encode ad-
ditional information. However, because only the rate of
encoding (and not cognitive processing) is modulated by
normative frequency, EMMA cannot account for the inter-
action between parafoveal preview benefit and foveal pro-
cessing difficulty (Henderson & Ferreira 1990; Kennison &
Clifton 1995; Schroyens et al. 1999). Finally, in EMMA,
foveal eccentricity is measured in terms of angular dispar-
ity rather than character spaces. Although this last differ-
ence between the two models is largely cosmetic, it allows
EMMA to simulate tasks other than reading.

So far, EMMA has successfully predicted the patterns of
fixation durations and locations in equation solving (i.e.,
mental arithmetic) and visual search tasks (i.e., subjects
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scan visual arrays of alphanumeric characters and indicate
the presence of pre-defined targets). EMMA has also been
fitted to the same six word-based measures used to evalu-
ate E-Z Reader (i.e., the mean fixation duration and fixation
probability values observed in the Schilling et al. 1998 sen-
tence corpus). In each of these tasks, the core principles
governing attention and eye movements were the same in
the model, and only the productions mediating the central,
or cognitive, components of the tasks were changed. We
view the successes of EMMA as being very encouraging be-
cause they suggest that the core principles of the model
(which are shared by E-Z Reader) are general enough to
describe the link between cognitive processing and eye
movements in a variety of task domains. These successes
also provide converging evidence supporting the validity of
the basic principles shared by E-Z Reader and EMMA.
However, the link between cognitive processes and eye
movements might not be as tight in tasks where there are
no externally composed task demands (such as scene per-
ception).

4.10. Reader

In contrast to all of the models discussed thus far (including
E-Z Reader), this model attempts to explain reading in its
entirety, including the encoding of visual features, lexical
processing, semantic and syntactic analysis, and the schema-
guided comprehension and abstraction of key ideas that nor-
mally occur during reading (Carpenter & Just 1983; Just &
Carpenter 1980; 1987; Thibadeau et al. 1982). In this model,
eye movements are tightly linked to cognitive processing.
This coupling is based on two assumptions. The first is the
immediacy hypothesis, which stipulates that each word is
processed to the farthest extent possible when it is fixated.
The second is the eye-mind hypothesis, which stipulates that
the eyes remain fixated on a word until the processing
on that word has been completed. Both the durations and
locations of individual fixations are thus determined by the
immediate processing of the word that is being fixated.
Thus, Reader (like our model) is clearly a sequential-atten-
tion-shift model in that attention (and in the case of Reader,
all cognitive processing) is sequentially shifted from one
word to the next.

Reader was implemented as a computer simulation with
a production-system cognitive architecture (Anderson 1983;
Anderson & Libiere 1998; Newell 1990). In Reader, the pro-
ductions are activation-based; that is, they direct activa-
tion towards units of declarative knowledge. These units of
declarative knowledge, in turn, have thresholds that must
be exceeded if the information is to be “active” in working
memory (and thereby satisfy the conditions of other pro-
ductions). The values of these thresholds are adjusted to
modulate the cost associated with using each production.
For example, the thresholds of those productions that me-
diate lexical access are adjusted to reflect each word’s nor-
mative frequency of occurrence, so that low-frequency
words take longer to identify (and are consequently fixated
longer) than high-frequency words. Also, in the most recent
version of the model ( Just & Carpenter 1992), the amount
of activation that is available to support processing is lim-
ited (and is a free parameter) so that individual differences
in working memory capacity can be used to simulate indi-
vidual differences in reading ability.

The major strength of the Reader model is its compre-
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hensiveness. As mentioned above, the model attempts to
explain the entire reading process and therefore does rea-
sonably well simulating a number of language-related read-
ing phenomena, such as word-frequency effects, increased
reading times on lexically ambiguous words, and the pro-
cessing difficulties which are found with syntactically am-
biguous sentences. Unfortunately, the model is extremely
complex (it consists of 225 productions; Just & Carpenter
1987), and thus lacks the conciseness and controllability of
other computational models (e.g., the inner workings of the
model are not transparent, and can only be described ver-
bally). It is also difficult to evaluate the model’s perfor-
mance because it depends upon the complex interplay of
the productions, many free parameters, and the regression
weights on several independent variables (e.g., whether or
not a word is the first in a sentence) that are necessary to
convert production cycles (arbitrary units of time) into pro-
cessing time. Furthermore, the model only makes predic-
tions about the locations of fixations at the level of individ-
ual words, using a composite measure (gazes) that counts
skipping as 0-msec fixation durations in the average. This
means that the model does not really make precise predic-
tions about which word is fixated. In addition, apart from
word-length effects, the model fails to account for any of
the phenomena that are explained by the oculomotor mod-
els (e.g., landing site distributions).

In addition to the above shortcomings, Reader has been
criticized because of the immediacy and eye-mind assump-
tions. With respect to the former, there is considerable ev-
idence that the lexical processing of a word is often initiated
before the word has been directly fixated (i.e., parafoveal
preview: Balota et al. 1985; McConkie & Rayner 1975; Pol-
latsek et al. 1992; Rayner 1975). Furthermore, the depth of
linguistic processing assumed before the eyes are allowed
to move seems somewhat implausible. With respect to the
eye-mind hypothesis, as we have noted a couple of times,
there is evidence that the normative frequency of word,  can
affect how long the eyes remain on word_, , (Rayner &
Duffy 1986; Rayner et al. 1989). These spillover effects in-

dicate that the eyes often leave a word before the process-
ing of that word is complete, contrary to the eye-mind as-
sumption. Moreover, it seems quite implausible that each
word can be encoded to the linguistic depth assumed in the
model before an eye movement is programmed. This would
produce fixation durations (and gaze durations) much
longer than those usually encountered in normal reading.
Thus, even if eye movements during reading are partially
guided by language processing, the Reader model greatly

over-simplifies how this occurs.

4.11. Comparison of the models

The processing models extend the theoretical coverage of
the oculomotor models by attempting to specify how the
key component of reading — word identification — affects
(and is affected by) both the visual and oculomotor systems.
This is important because a large number of linguistic vari-
ables have well-documented effects on eye movements
during reading (for reviews, see Rayner 1998; Rayner &
Duffy 1988; Rayner & Sereno 1994). Indeed, much of the
interest surrounding the use of the eye-tracking methodol-
ogy is that it affords a relatively non-intrusive, on-line way
to study language processing. Of course, the processing
models are not equally successful in handling the phenom-
ena addressed by the oculomotor models. Table 1 lists the
various eye-movement phenomena that have been ob-
served during reading (as we discussed earlier in this arti-
cle), and which E-Z Reader can explain. In Table 1, we have
also presented for comparison a summary of the perfor-
mance of the other eye-movement control models with re-
spect to each of these phenomena. Thus, we have indicated
whether or not (or the extent to which) each of the models
can account for particular phenomena. A “Yes” indicates
that the model can explain a result; a “No” indicates that (as
the model is currently instantiated) it does not; finally, in
some cases, we have indicated that the model provides a
limited (labelled “Ltd”) account in that the account is in-
complete.

Table 1. A comparison of the Reading Models™” with respect to reading-related phenomena® that are explained
by the E-Z Reader Model (See Table 1 Notes located at end of main Notes section.)

Minimal- Strategy- Word- Push- Mr. Attention- E-Z
Control ~ Tactics Targeting Pull SWIFT Glenmore  Chips Shift Reader EMMA Reader
Oculomotor <«————— Oculomotor-Cognitive Dimension =~ ————  Cognitive
Reading
Phenomena POC POC POC POC GAG GAG GAG GAG SAS SAS SAS
Landing Site
Distributions No Yes Yes Ltd No Yes No Yes Yes No No
Systematic
Range Error No Yes Yes No No Ltd No No Yes No No
Word-Based Measures  Litd No No Ltd Ltd Yes No Ltd Yes Yes Ltd
Frequency Effects No No No No Yes Yes No Ltd Yes Yes Ltd
Parafoveal Preview Ltd No No No Ltd Yes Ltd Ltd Yes Ltd No
Spillover
Effects No No No No No Yes No No Yes No No
Costs for Skipping No No No No Yes Yes No Ltd Yes No No
Predictability
Effects No No No No Yes No No No Yes No Yes
BEHAVIORAL AND BRAIN SCIENCES (2003) 26:4 469
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Table 1 indicates that E-Z Reader handles the phenom-
ena discussed in this article. Of course, one might argue
that the inventory of phenomena in Table 1 is incomplete,
and that there are also other ways by which to evaluate a
computational model. Let us examine each of these objec-
tions in turn. First, we acknowledge that Table 1 is incom-
plete. For example, it does not include neighborhood ef-
fects (Perea & Pollatsek 1998; Pollatsek et al. 1999a) or lack
of case change effects across fixations (McConkie & Zola
1979; Rayner et al. 1980). For E-Z Reader to be able to ac-
count for these effects, it would be necessary to extend the
model to account for how letter processing maps onto word
identification (which is something that we intend to do in
future research). Nevertheless, the phenomena contained
in Table 1 represent a substantial body of research and are
not trivial to explain (as indicated by the fact that many of
models have difficulty explaining a majority of them).
Moreover, there is obviously some consensus that these
phenomena are important “benchmarks” in that so much
effort has been spent developing models to explain these
phenomena. Thus, although we agree that Table 1 is not ex-
haustive, it does represent the basic results that any viable
model of eye-movement control in reading must be able to
explain.

A second criticism — that there are other ways to evalu-
ate computational models — is more difficult to address be-
cause what constitutes a “good” model is somewhat subjec-
tive (see Hintzman 1991, for a discussion of some of the
issues related to the evaluation of computational models).
Rather than arguing that our model is better than another,
we believe that it may be more productive simply to discuss
why we think our model is a “good” model. To begin with,
E-Z Reader describes and summarizes a large body of data
(those in Table 1). Moreover, it does so in a relatively sim-
ple fashion. Although successive versions of the model have
included additional free parameters, we have always main-
tained our “minimalist” approach to modelling; that is, we
have added new parameters only when it was absolutely
necessary (e.g., to explain some aspect of the data that could
not otherwise be explained) or when it made the model
more psychological or physiologically plausible.!” Our rea-
son for doing this is that we wanted the model to be trans-
parent. That is, we wanted the model to be simple enough
for us to understand why it worked and why — in some cases
— it failed. (We believe that one of the major shortcomings
of other modelling approaches, e.g., connectionism and
production systems, is that the models are often too com-
plicated to be summarized in a concise and precise man-
ner.)

One final criterion that we use for evaluating our model
is its utility as a heuristic device. That is, one measure of a
model’s usefulness is the degree to which it makes clear pre-
dictions that don’t depend on specific settings of parameter
values, but instead flow from the basic assumptions of the
model. For example, prior to any attempts to fit the model,
it was clear than an earlier version of our model (E-Z
Reader 5; Reichle et al. 1998) predicted inflated fixation
durations on word _ in cases where word__ | is skipped. This
prediction was subsequently confirmed (Pollatsek et al.
1986; Reichle et al. 1998; but see Note 4). Similarly, the
model is currently being used as an analytical tool to evalu-
ate the basic assumptions of other theories of language pro-
cessing, as will be discussed in the next section of this pa-
per. Finally, we believe that — with everything else being
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equal — it is better to have a model that at least has the po-
tential to map the behavioral phenomena that are being ex-
plained onto their underlying neural processes. As the last
section of this paper will indicate, we are currently striving
to link the cognitive processes of E-Z Reader onto known
brain structures.

On the basis of the preceding analysis, therefore, we con-
clude that the E-Z Reader model provides the most com-
prehensive and complete theory of eye-movement control
in reading, while still being transparent enough that many
of its qualitative properties flow from basic assumptions
rather than from specific parameter values. In the final sec-
tion of this article, we will briefly discuss the possible roles
that E-Z Reader may play in future reading research.

5. Future research

In this section, we will focus on a few of the ways in which
the E-Z Reader model may be used to guide future reading
research, and, conversely, how this research may guide the
development of future reading models. This discussion will
focus on two main issues. First, we will briefly discuss how
the model has been used as an analytical tool to examine
some key assumptions about eye movements and language
processing. More specifically, our discussion will focus on
the ways in which the model might be used to better un-
derstand higher-level linguistic processing in the context of
natural reading. Second, we will consider how recent ad-
vances in cognitive neuroscience have influenced our un-
derstanding of eye-movement control in reading, and then
speculate on how our model might be viewed in light of this
new information.

5.1. Language processing

The core principles of E-Z Reader have been adapted to
several different task domains, which suggests that it is cap-
turing the basic “engine” that drives eye movements in tasks
like reading. However, as we have indicated above, it is in-
complete, as it only takes into account certain relatively
“low-level” aspects of the reading process (i.e., up to the
level of lexical access). However, we are optimistic that as
better quantitative descriptions of higher-order language
processing are developed, additional processing modules
could be interfaced with our model to expand the domain
of the model. This would undoubtedly be beneficial for two
reasons. First, our model could be used to help guide what
to look for in the eye movement record to test theories of
language processing. Second, because a large number of
higher-level language processing phenomena are known to
affect eye movements during reading (see Rayner 1998,
Table 2), the capacity to simulate these results using lan-
guage models could provide additional benchmarks for
evaluating future models of eye-movement control. Two ex-
amples of this “bootstrapping” approach to understanding
reading and language are discussed below.

5.1.1. Lexical ambiguity. There are now a large number of
eye-movement studies (Binder & Rayner 1998; Dopkins et
al. 1992; Duffy et al. 1988; Kambe et al. 2001; Rayner &
Duffy 1986; Rayner & Frazier 1989; Sereno 1995; Sereno
et al. 1992; Wiley & Rayner 2000) that have examined how
lexically ambiguous words are processed during reading.
The basic findings from this research suggest that both
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meaning dominance (i.e., the relative frequency of the var-
ious meanings of the ambiguous word) and contextual in-
formation influence the processing of such words. For am-
biguous words with two equally likely meanings (e.g.,
“straw”), readers” gaze durations are longer on such words
in neutral, contexts than on a control word matched in
length and word frequency. However, when the prior con-
text disambiguates the meaning that should be instantiated,
gaze durations are no longer on the ambiguous word than
on the control word. Thus, the contextual information helps
guide the reader’s choice of the appropriate meaning. For
ambiguous words where one meaning is much more dom-
inant than the other (e.g., “bank”), when the prior context
was neutral, readers look no longer at the ambiguous word
than the control word. However, when the subsequent text
in the sentence makes it clear that the subordinate mean-
ing should be instantiated, fixation times on the disam-
biguating information are quite long and regressions back
to the target word are frequent (suggesting that the reader
incorrectly selected the dominant meaning and now has to
recompute the subordinate meaning). Conversely, when
the disambiguating information that precedes the biased
ambiguous word indicates that the subordinate meaning is
instantiated, readers’ gaze durations on the ambiguous
word are lengthened. Apparently, the contextual informa-
tion increases the level of activation for the subordinate
meaning so that the two meanings are in competition (just
as the two meanings of a balanced ambiguous word like
“straw” are in competition in a neutral context). This gen-
eral pattern of results has been interpreted in the context
of the Reordered Access Model (Duffy et al. 1988) and the
data have been simulated using a constraint-satisfaction
framework (Duffy et al. 2001).

Using the basic principles of E-Z Reader, we were able
to simulate the pattern of data present in these eye-move-
ment studies. This was done by: (1) treating the subordinate
meaning of ambiguous words as if readers were dealing
with a low-frequency word; and (2) allowing disambiguat-
ing context to decrease the time required to complete lexi-
cal processing of ambiguous words. Although our early ef-
forts indicated that the model can predict the gaze duration
on the ambiguous target words, we were unable to simulate
an important finding; namely, that spillover fixations are
much longer for ambiguous words than for words matched
to the frequency of the subordinate meaning (Sereno et al.
1992). However, the important point for this discussion is
that we suspect that, by implementing aspects of the Re-
ordered Access Model into the architecture of our model,
progress can be made in understanding lexical ambiguity
resolution in reading.

5.1.2. Morphology. A recent survey of prominent reading
researchers indicated that one of the major areas of resid-
ual ignorance in the domain of reading research concerns
the role of morphology in visual word identification
(Kennedy et al. 2000). In the last few years, researchers
have had some success investigating the role of morphology
in word identification by examining how eye movements
are affected by the morphemic variables during natural
reading (Andrews et al., in press; Hy6ni & Pollatsek 1998;
2000; Juhasz et al. 2003; Pollatsek et al. 2000). For exam-
ple, Hyoni and Pollatsek (1998) examined the eye move-
ments of Finnish readers while reading long compound
words embedded in single sentences. The data indicated,

among other things, that although the whole-word fre-
quency influenced fixation durations on the word, the fre-
quency of the constituent words of the compounds influ-
enced fixation durations as well. Interestingly, the effect of
the frequency of the second constituent was first seen a bit
later in processing than the effects of either the frequency
of the first constituent or the frequency of the whole word
(i.e., on the duration of the second fixation on the word in-
stead of the duration of the first fixation of the word). These
findings suggest that access of the compounds is a “race”
between a direct lexical look-up process and a composi-
tional process in which the components are assembled (a
similar conclusion comes from a study of English suffixed
words; Niswander et al. 2000). E-Z Reader 7, which already
includes races between various components, is a natural
framework to be expanded upon to explain such phenom-
ena. However, expanding the model in this direction is not
trivial, as it entails positing that units smaller than “the set
of letters between the spaces” can influence the decision of
when to move the eyes. Thus, among other things, one has
to think carefully about which letter subsets of a word can
play an active role in this decision. We are currently work-
ing on an expanded version of the model that simulates the
major trends that were observed in these data (Pollatsek et
al. 2003).18

5.1.3. Conclusion. Our discussions of lexical ambiguity and
the role of morphology in word identification were meant
to illustrate how our model of eye-movement control might
be used to advance our understanding of language-related
phenomena. These two examples were selected because re-
searchers in both of these areas have made extensive use of
data from eye-movement experiments and because ex-
plaining these phenomena clearly involved relatively small
increments in the development of our model. Of course,
this is not to say that eye movements have not already been
used in a productive manner to address other language-re-
lated questions; on the contrary, eye movements have been
used to study a wide array of linguistic phenomena, includ-
ing (but not limited to) other types of ambiguity resolution
(e.g., syntactic and phonological ambiguity), semantic and
repetition priming, anaphor and co-reference, and dis-
course processing (for reviews, see Rayner 1998; Rayner &
Pollatsek 1989; Rayner & Sereno 1994). We think that E-Z
Reader will also prove to be a useful platform from which
to model these other psycholinguistic phenomena.!®

5.2. Cognitive neuroscience

As mentioned at the beginning of this section, the last
decade has witnessed unprecedented advances in our gen-
eral understanding of the mind-brain relationship. New
methodologies, such as brain-imaging (e.g., PET, {MRI),
electrophysiological recording (e.g., EEG), and single- and
multiple-cellular recording techniques, have provided in-
valuable tools for examining the relationship between cog-
nitive processes and their neural substrates. Likewise, new
theoretical advances, such as those offered by biologically
plausible connectionist models (Churchland & Sejnowski
1992; McClelland & Rumelhart 1986; Rumelhart et al.
1986b), promise to bridge the chasm that has until recently
separated cognitive psychology from neuroscience (Church-
land 1986). It therefore seems appropriate to consider how
these recent advances will further our understanding of
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eye-movement control in reading, and, conversely, how
cognitive models of reading might be used to guide neuro-
science research.

5.2.1. The neural basis of reading. There is a growing con-
sensus that most high-level and/or complex cognitive
processes (e.g., language processing) are supported by
large-scale networks that are themselves composed of sev-
eral cortical and subcortical regions (Mesulam 1990; 1998;
Posner & Raichle 1997). Consequently, it is not surprising
that reading (which subsumes a large number of complex
cognitive operations) is mediated by several of these large-
scale networks. In the specific case of reading, these in-
clude (minimally) the networks that support vision, atten-
tion, eye-movement control, and language. In this section,
we will provide a brief overview of these systems, and then
speculate about how the language-processing system might
interface with the systems that are responsible for pro-
gramming and executing saccades.

The most natural place to begin an analysis of the neural
systems underlying reading is the printed page. Visual pro-
cessing of the text begins in the retina and progresses by
way of the optic nerve to the optic chiasm and then the op-
tic tract. From there, the visual “stream” splits into two
pathways: The first projects to the lateral geniculate nu-
cleus, and then the occipital cortex; the second innervates
several subcortical structures, including one that is known
to play a key role in eye movements — the superior collicu-
lus (Leigh & Zee 1999; Sparks & Mays 1990). On the basis
of results from numerous electrophysiological recording
experiments with non-human primates, it has been esti-
mated that there are 30 or more distinct cortical areas that
are involved in vision (Felleman & Van Essen 1991; Maun-
sell & Newsome 1987; Van Essen & DeYoe 1995), although
many of these areas perform functions that are less central
to reading (e.g., motion perception). However, the low-
level visual features (which comprise graphemes) are ex-
tracted and represented within the primary visual and ex-
trastriate cortices (Grill-Spector et al. 1998).

The visual-processing stream continues on past this first
analysis via two anatomically and functionally distinct path-
ways (Maunsell & Newsome 1987; Sagi & Julesz 1985;
Ungerleider & Mishkin 1982; Van Essen & DeYoe 1995).
The ventral, or “what,” pathway extends along the inferior
temporal cortices, and is thought to play an important role
in feature integration and object recognition (Ishai et al.
1999; Tanaka 1996). Because words can be considered to be
visual objects, the ventral system has also been implicated
in the integration of those visual features which are neces-
sary to represent visual word forms (Cohen et al. 2000; Pol-
drack et al. 1998). However, the location of the word-form
area(s) remains controversial (see Posner et al. 1999a;
1999b; and Price 1997), and there is some evidence sug-
gesting that the left medial extrastriate cortex is also intrin-
sically involved in the recognition of word forms (Peterson
et al. 1989; 1990; Pugh et al. 2000).

The dorsal, or “where,” pathway is thought to represent
spatial information, such as the relative positions and ori-
entations of objects (Ungerleider & Haxby 1994; Ungerlei-
der etal. 1998). (For this reason, the dorsal system may also
provide an interface between perception and action;
Goodale & Milner 1992.) The dorsal pathway has also been
implicated in visuospatial attention. In particular, the re-
gions around the intraparietal sulci (i.e., the parietal eye
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fields) are thought to be central components of the visuo-
spatial attention network. The other components include
the superior colliculus (part of the mid-brain), the pulvinar
nucleus of the thalamus, and a region that includes the pre-
central sulci/gyri and the posterior tips of the superior
frontal sulci (i.e., the frontal eye fields) (Corbetta et al.
1993; Goldberg 1994; Kim et al. 1999; Leigh & Zee 1999;
Luna et al. 1998; Rafal & Robertson 1995; Sweeney et al.
1996). Recent neuroimaging and electrophysiological re-
cording research suggests that this network is involved in
both covert and overt shifts of visuospatial attention, and
that covert attention is probably represented in motor
(more specifically, eye movement) coordinates (Corbetta
1998; Kim et al. 1999). This attention network also modu-
lates both the analysis of objects in the ventral visual-pro-
cessing pathway (Corbetta 1998) and perceptual processing
in the striate and extrastriate cortices (Somers et al. 1999).

Although much less is known about language than the
other components of reading, a long history of neuropsy-
chological evidence (Caplan 1992) and a large number of
more recent neuroimaging experiments indicate that the
left inferior frontal gyrus (Broca’s area) and the posterior
part of the left superior and middle temporal gyri (Wer-
nicke’s area) are the two major language-processing areas.
Both areas are engaged by a variety of receptive and ex-
pressive language tasks, including: (1) reading (Bavelier et
al. 1997; Binder et al. 1997); (2) speech comprehension
(Binder et al. 1997; Caplan et al. 1999; Schlosser et al. 1998;
Stromswold et al. 1996); and (3) speech production
(Bookheimer et al. 1997; Miiller et al. 1997). The exact
functional roles of these two language-processing areas are
not known, but it has been suggested that Broca’s area is in-
volved in articulatory and syntactic processing, and that
Wernicke’s area supports lexical and semantic processing
(Mesulam 1990). This hypothesis is (in part) based on the
close proximity between Broca’s area and the primary mo-
tor cortex. Wernicke’s area, which receives input from the
primary auditory cortex, may play a large role in lexical pro-
cessing, such as binding the phonological word forms to
their semantic representations (which are distributed else-
where in the associative cortex; Mesulam 1998).

Because a single language network is presumably used to
understand both written and spoken language, one of the
central questions in reading research has been: How are the
graphemes on a printed page converted into linguistic-
based codes? The results of several recent neuroimaging
experiments suggest that the left angular gyrus (which is lo-
cated in the posterior part of the inferior parietal lobule)
plays a critical role in computing grapheme-to-phoneme
correspondences (Horwitz et al. 1998; Pugh et al. 2000).
Because the left angular gyrus lies at the juncture of the ex-
trastriate cortex and Wernicke’s area, it is ideally situated to
convert the orthographic word forms into their phonologi-
cal counterparts. From the angular gyrus, the phonological
word forms could then be used to gain access to semantic
representations via Wernicke’s area.

With respect to the time course of orthographic, phono-
logical, and semantic processing, a recent meta-analysis
(Posner et al. 1999a; 1999b) provides compelling evidence
that key components of word-form processing can be com-
pleted within the time window that is necessary for it to
function as a signal to initiate saccadic programming. The
results of a recent ERP experiment, for example, indicate
that certain aspects of lexical processing (e.g., word fre-
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quency) can be discerned within 120-150 msec of word on-
set (Sereno et al. 1998). This would leave plenty of time (up
to 130-180 msec) for the oculomotor system to program a
saccade if one assumes a 250—300 msec fixation. This is an
ample amount of time to initiate and complete the labile
stage of saccadic program. (In E-Z Reader 7, the time
needed to do this, ¢(M,), is equal to 187 msec.) Of course,
additional programming time is available to the extent that
pre-attentive visual processing (which, in our model, sub-
sumes the first 90 msec of processing) allows early process-
ing of parafoveal words. Nonetheless, the Sereno et al. re-
sults only show that it is plausible that word identification
drives eye movements; they do not demonstrate that word
identification drives eye movements, nor do their data sug-
gest how the linkage is made. One possibility is discussed in
the next section of this paper.

5.2.2. Specifying a neural implementation. E-Z Reader
provides a functionalist account of eye-movement control
in reading. As we have stated on previous occasions (Re-
ichle et al. 1998; 1999), the model is neither a deep model
of linguistic processing, nor a deep model of oculomotor
control; instead, the model is simply our attempt to specify
the functional relationships among a few key parameters
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(i.e., word frequency, predictability, retinal acuity, saccadic
accuracy) to explain the time course of word identification
and eye-movement control during reading. Consequently,
up to now, we have remained completely agnostic about
how the cognitive operations in our model might be imple-
mented in the brain. Given the current state of cognitive
neuroscience, however, it seems appropriate that this ques-
tion should at least be considered.

Our answer — which at this time is obviously very spec-
ulative — is depicted schematically in Figures 13 and 14.
Figure 13 depicts the eye movements that might occur
as word, and word __ | are in turn fixated, the cognitive
processes (as specified in our model) which give rise to this
pattern of eye movements, and the cortical and subcortical
systems in which these cognitive processes occur. Figure 14
shows both where in the brain these neural systems are lo-
calized (indicated by the numbers in the text below), and
how processing is coordinated among these systems.

The sequence of events depicted in Figures 13 and 14
begins when the visual image of word  hits the retina. Af-
ter approximately 90 msec, the features that make up the
word’s orthographic form are being processed within the
primary visual cortex (1). The individual letter features are
then integrated at successively higher levels of the visual
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Figure 13.  The time course of cognitive and neural processing during reading. The left side of the figure shows the pattern of fixations

and saccades as the eyes move from word  to word .

The center of the figure shows the cognitive processes specified by the E-Z

Reader model. The right side of the figure shows the neural processes (and their locations within the brain) that may mediate these cog-

nitive processes.
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Figure 14.

Sagittal views of the left lateral (left side of figure) and medial (right side of figure) cortical, thalamic (i.e., pulvinar nucleus),

and mid-brain (i.e., superior colliculus) structures that may mediate the control of eye movements during reading. The number in the
figure correspond to the following brain structures: (1) primary visual cortex (Brodmann’s Area [BA] 17); (2) extrastriate cortex (BAs 18
& 19); (3) inferior temporal gyrus (BAs 20 & 37); (4) posterior inferior parietal lobule (i.e., angular gyrus; BA 39); (5) intraparietal sulci
(i.e., parietal eye fields; BAs 7 & 40); (6) pulvinar nucleus of the thalamus; (7) superior prefrontal and posterior superior frontal gyri (i.e.,
frontal eye fields; BAs 6 & 8); (8) superior colliculus; (9) posterior middle and superior temporal gyri (i.e., Wernicke’s area; BAs 21 &
22); and (10) the motor circuits of the brainstem which control the extraocular muscles and actually move the eyes. Although the figure
only shows the left hemisphere, the right-hemisphere homologues of structures 1, 2, 5, 6, and 7 are also components of the visuospatial,
attention, and oculomotor networks. Finally, the processing pathways among the areas depicted in the figure are not the only pathways
that are known to exist; rather, the figure shows a few of the major pathways that have been shown to exist and which have a pattern of
connectivity that is sufficient to support those cognitive processes that are important components of reading.

system as processing cascades from the striate to the ex-
trastriate cortex (2). After approximately 150—-250 msec,
word s orthographic form has been assembled in the left
extrastriate cortex (2) and/or left inferior temporal gyrus
(3), and this orthographic word form has been used to ei-
ther access or assemble its phonological representation
within the left angular gyrus (4).

Up to this point in time, both the eyes and attention have
been focused on word, . With the partial (i.e., orthographic
and/or phonological) identification of word , however, the
parietal eye fields (5) disengage visuospatial attention. The
pulvinar nucleus of the thalamus (6) then moves the atten-
tional “spotlight” forward, so that the frontal eye fields (7)
and superior colliculus (8) can start using the low-spatial
frequency information (e.g., word length) from the primary
visual cortex to begin programming a saccade to word__ .
This saccadic program takes (on average) approximately
240 msec to complete. During this time, the processing of
word_ continues; its orthographic (2 & 3) and/or phono-
logical form(s) (4) are used to access the word’s meaning by
way of connections through Wernicke’s area (9) to various
parts of the associative cortex. If the meaning is accessed
before the saccadic program has been completed, then the
pulvinar (6) enhances the processing of word, . | (by shift-
ing the internal attentional “spotlight” to the next word) and
a preview benefit ensues. Otherwise, a saccade is executed
by neural circuitry in the brainstem (10; see Leigh & Zee
1999) and the extraocular muscles, thereby moving the eyes
move forward to word__ ;.

Again, it is important to note that saccadic programming
in our model is initiated after the first stage of lexical pro-
cessing on an attended word has been completed, whereas
attention shifts only occur after an attended word has been
identified. Attention is thus allocated serially, from one
word to the next as each new word is identified. The serial
allocation of attention is necessary because it preserves the
temporal order of the words, along with any syntactic in-

474 BEHAVIORAL AND BRAIN SCIENCES (2003) 26:4

formation that may be dependent upon word order (Pollat-
sek & Rayner 1999). This is, of course, not to say that some
properties of an upcoming word might not occasionally be
encoded in parallel to those of the word that is currently the
focus of attention; as reviewed earlier, there is some evi-
dence that (under certain conditions) properties of two
words can indeed be encoded in parallel (Inhoff et al.
2000a; Kennedy 1998; 2000; Kennedy et al. 2002; Starr &
Inhoff, in press). However, we believe that the default
process during normal reading is one in which attention is
allocated serially, so that the meaning of each new word that
is identified can be integrated into a larger sentence repre-
sentation, which is at least partially dependent upon word-
order information. Furthermore, the version of our model
presented in this paper (E-Z Reader 7) includes an early,
pre-attentive visual processing stage that surveys the “ter-
rain” of the upcoming text. Orthographic irregularities in
the parafoveal might therefore register through this pre-at-
tentive visual processing. This would allow the model to ac-
count for parafoveal-on-foveal effects stemming from un-
usual word beginnings in a manner that does not depend
upon the serial shifts of attention that are normally associ-
ated with lexical processing.

6. Conclusion

Our contention throughout this paper has been that, al-
though E-Z Reader does not provide a deep explanation of
language processing, vision, attention, or oculomotor con-
trol, it does provide a viable framework for thinking about
how these different cognitive processes interact during the
course of normal reading. Like the oculomotor models that
were discussed earlier in this paper, E-Z Reader can ac-
count for the effects of several basic visual and oculomotor
variables on eye movements. In contrast to these models,
however, E-Z Reader also accounts for many of the impor-
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tant linguistic variables that are known to affect eye move-
ments during reading. The model thus reflects our belief
that, in order to account for the complex relationship be-
tween language processing and eye movements during
reading, any adequate model of eye-movement control dur-
ing reading will (almost by definition) have to include an ac-
count of language processing. Although our sketch of how
the cognitive processes in E-Z Reader might map onto the
neural systems responsible for guiding the eyes during
reading is undoubtedly a gross over-simplification of what
will undoubtedly turn out to be a much more complicated
story, we would still argue that the mapping is precise
enough to guide future cognitive neuroscience research.

Finally, it is worth emphasizing that E-Z Reader, like all
of the other models reviewed in this paper, was developed
primarily to explain the results of eye-tracking experiments.
This should not be surprising because eye-tracking tech-
nology has proven to be an invaluable tool for studying
reading. It is only natural that, as our understanding of eye
movements and their determinants improve, this knowl-
edge should be used to make inferences about the cogni-
tive processes that occur during reading, and that these in-
ferences should in turn be used to guide our modeling
efforts. Because the last decade has witnessed unprece-
dented theoretical and methodological advances in the
study of cognitive neuroscience, however, it is almost cer-
tain that these advances, too, will guide the development of
the next generation of reading models. Like eye-movement
data in the past, the discoveries of tomorrow will provide
important guideposts for developing and evaluating future
models.
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NOTES

1. Many models of word-identification have been proposed
(Brown 1991; Bullinaria 1997; McClelland & Rumelhart 1981;
Paap et al. 1982; Plaut et al. 1996; Seidenberg 1989; Seidenberg
& McClelland 1989) to explain how orthography maps onto
phonology and/or meaning, and how this process is affected by
lexical variables (e.g., normative frequency, grapheme-phoneme
regularity, etc.). Unfortunately, these models are generally limited
in two ways: First, the entry point into these models is usually
some highly abstract orthographic representation that bears little
resemblance to the features that one might expect to be encoded
by the visual system (e.g., homogenous retina acuity). Second, the
models are generally fit to data from paradigms other than natural
reading (e.g., lexical decision latencies). The models therefore say
very little about the relationships among vision, eye movements,
and word identification. Two interesting exceptions to this are
McClelland’s (1986) programmable blackboard model of reading
and Shillcock et al.’s (2000) split processing model. The former
model was designed to examine how fixation locations and visual
acuity restrictions affect the model’s word recognition perfor-
mance; similarly, the split processing model was designed to ex-

amine how bisection of the visual field (and hence words) by the
two cerebral hemispheres might explain why words are identified
most rapidly when they are fixated near their centers.

2. We did not have a deep reason for choosing the name of our
model. “E-Z Reader” was the name of a fictional character in a
children’s educational program The Electric Company in the U.S.
and was clearly a spoof on the title of the movie Easy Rider.

3. Our discussion of parafoveal preview effects pertains to
the processing of English. Indeed, there is some recent evidence
(Deutsch et al. 2000; 2003) that indicates that, in Hebrew, mor-
phological previews (in the form of the root morpheme, which
is distributed throughout the word) provide preview benefit
effects.

4. There is currently some disagreement regarding the extent
to which the duration of a fixation prior to a skip is inflated. While
there are reports of such an effect (Pollatsek et al. 1986; Reichle
etal. 1998), others have reported null effects (Engbert et al. 2002;
Radach & Heller 2000). In a very recent examination, we found
effects on the order of 23 msec prior to a skip.

5. There is some dispute concerning the influence of “higher
order” variables on where readers fixate. For example, Lavigne et
al. (2000) reported that the eyes moved further into a word when
that word was both high-frequency and predictable from the prior
context. However, Rayner et al. (2001) and Vonk et al. (2000)
found no such effect. In addition, Underwood et al. (1990; see also
Hyoni et al. 1989) reported that the eyes moved further into
words when the informative part of the word was at the end of the
word. But Rayner and Morris (1992) and Hyoné (1995b) were un-
able to replicate this finding. On the other hand, there appears to
be general agreement that an orthographically irregular letter
cluster at the beginning of a word results in the eyes’ initial land-
ing position deviating toward the beginning of the word (Beauvil-
lain & Doré 1998; Beauvillain et al. 1996; Hyoni 1995b).

6. A single set of parameter values were used in all of the sim-
ulations reported in this paper. These values were estimated by
completing multiple grid-searches of the parameter’s space so as
to find the set that yielded the best overall fit to the Schilling et al.
(1998) sentence corpus. For a complete description of our grid-
search procedure, see the Appendix of Reichle et al. (1998).

7. Strictly speaking, Equation 1 produces word length effects
(holding the eccentricity of the center of the word constant) only
if the word straddles the fixation point. We used the arithmetic
mean of the absolute distances in these formulas because of com-
putational simplicity. However, if this were changed to some other
combination rule (e.g., the geometric mean), then the equation
would predict word length effects in all cases.

8. Frequency and predictability are not the only (nor neces-
sarily the best) predictors of the time needed to identify a word in
text. One problem with using frequency is that, even if the num-
ber of times a reader sees a given word in print was a perfect pre-
dictor of the time to identify the word, the Francis and Kucera
(1982) norms (and other norms) are derived from corpuses that
are unlikely to be representative of the texts that most readers en-
counter. (Another limitation of the Francis & Ku¢era norms is that
they are derived from a fairly small corpus — only one million
words.) Likewise, the predictability norms are also very crude es-
timates of how sentence context affects “on-line” lexical process-
ing; in contrast to what actually happens during natural reading,
the readers in these close-task studies have no visual information
about the target words, but unlimited time to use all of the words
in the sentence prior to the targets to guess their identities. Fi-
nally, the time needed to identify a word is likely to be a function
of many other variables, including its part of speech, its concrete-
ness, and the frequency with which it is encountered in spoken
language. In summary, then, our decision to use frequency and
predictability was not based on any a priori belief that these vari-
ables provide a complete explanation of lexical processing during
reading. Instead, we are using them because they are known to
produce significant effects in reading, and because they are clearly
important determinants of word identification speed (i.e., how of-
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ten a reader has seen the word before and how much top-down
influence there is on the word).

9. In the current version of the model, for simplicity, atten-
tional processing of word, , , (or words in general) is assumed to
begin only when early visual processing of the entire word is com-
pleted. We are currently exploring versions of the model in which
this assumption is relaxed, and attentional processing can begin
when the early visual processing of parts of words is complete.

10. In our model, both the early pre-attentive visual process-
ing and the non-labile stage of saccadic programming were halted
during actual saccades. The former assumption was made because
there is evidence that virtually no visual information is extracted
during eye movements (Ishida & Ikeda 1989; Wolverton & Zola
1983). The latter assumption was necessary to ensure that a sac-
cade could not be initiated while the eyes were already in motion.
It should be noted that lexical processing does continue during
saccades (Irwin 1998).

11. Figure 6 indicates that the model is underestimating the
durations of single fixations. This problem stems from our in-
creased estimate of the time needed to complete the labile stage
of saccadic programming (i.e., t(M;) = 187 msec). Because this
“competitor” takes longer completing the “race” that determines
whether or not a word will be refixated (i.e., the race between L,
and M), the predicted durations of the first of two or more fixa-
tions is slightly too long, as indicated by the fact that the first-fix-
ation durations are similar in length to the single-fixation dura-
tions. This also causes the single fixation durations for lower
frequency words to be a bit too short. We don’t think this is a ma-
jor conceptual problem, as the primary goal in our simulations was
to fit first-fixation durations and gaze durations rather than single-
fixation durations. The problem seems fixable, however, by re-
ducing t(M,) a bit and increasing the effect of frequency on the
first stage of lexical access a bit. These changes shouldn’t produce
any catastrophic effects on other aspects of the fit, although per-
haps the gaze durations may not fit quite well as in the current sim-
ulation.

12. We did not actually examine the landing site distributions
in the Schilling et al. (1998) data because there were too few ob-
servations and because the properties of the distributions that we
wanted to simulate are quite robust and have been reported in sev-
eral places (e.g., McConkie et al. 1988; 1991; Rayner et al. 1996).

13. Interestingly, Vitu et al. (2001) recently reported an in-
verted optimal viewing position effect in reading in which readers’
fixations were longer when they fixated near the center of a word
than when they fixated away from the center of the word (when
only one fixation was made on the word). Like Rayner et al. (1996),
Vitu et al. also found frequency effects such that low-frequency
words were fixated longer than high-frequency words.

14. In its current version, the model predicts that people will
read about as effectively in a moving window condition in which
the word to the left of fixation (word _,) and the fixated word
(word,) are visible as when the word to the right of fixation
(word ;) and the fixated word (word,) are visible (assuming
word-boundary information is preserved to guide eye move-
ments). This conflicts markedly with the findings in moving win-
dow studies (McConkie & Rayner 1975) where information to the
right of the fixated word facilitates reading far more than infor-
mation to the left of the fixated word. Perhaps the model does not
depend critically on this attentional assumption and good predic-
tions can be obtained with better attentional assumptions.

15. The model derives its name from Glenmore, Ireland — the
place where much of the model was first developed (cf. Reilly &
Radach 2003).

16. These results are open to alternative interpretations be-
cause the task was not natural reading, and thus did not actually
require eye movements. Instead, the subject was required to read
text on a computer monitor that was displayed through a station-
ary nine-character “window.” The text was manually advanced via
pressing keys that moved the text forward (1-9 character spaces)
or backwards (1-3 character spaces), and a mask (covering 1, 3,
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or 5 character spaces) was placed over the center of the viewing
window to occlude letters in the scotoma conditions.

17. For example, we previously argued that the last version of
the model discussed in Reichle et al. (1998), E-Z Reader 5, is su-
perior to an earlier version, E-Z Reader 3, even though the latter
model provided a slightly better aggregate fit to the Schilling et al.
(1998) data. This claim was based primarily on a qualitative argu-
ment: In E-Z Reader 5 (but not E-Z Reader 3), the rate of lexical
processing decreases as the disparity between the word being
processed and the fovea increases. Although this feature of E-Z
Reader 5 makes the model more psychologically plausible, the
counter-argument could be made that the lack of an improvement
of the model’s overall performance does not warrant the additional
of two parameters. However, Salvucci and Anderson (1998; 2001)
recently found additional evidence supporting our claim. Briefly,
Salvucci and Anderson first replicated the Schilling et al. experi-
ment with a different subject population, and then used several
different eye-movement protocol algorithms to determine how
well E-Z Readers 3 and 5 could account for the eye-movement
data of individual subjects. They also examined how well the mod-
els could account for two sequential measures: (1) the proportions
of saccades of each given length; and (2) the proportions of sac-
cades of each given length following saccades of various lengths.
The results of these analyses indicated that E-Z Reader 5 fit all
three measures better than did E-Z Reader 3, and that E-Z
Reader 5 in fact provided a better account of the finer-grained, se-
quential aspects of the observed eye-movement data. Moreover,
these results suggest that E-Z Reader 7 (which also includes the
visual acuity assumption) may also provide better quantitative fits
than earlier, simpler, versions of the model.

18. Furthermore, our simulations to date (Pollatsek et al.
2003) indicate that a simple race model (i.e., a race between two
independent processes, a direct look-up process and a construc-
tive process) is unlikely to account for the observed pattern of data
in Hyoni and Pollatsek (1998) and Pollatsek et al. (2000). This is
an illustration of how modeling can help sharpen one’s thinking
about such issues.

19. Because the effects of higher-order langnage processing
are often delayed and/or apparent over a wider temporal window
than are the effects of lower-order language processing, the for-
mer may actually be less difficult to simulate than the latter. Para-
doxically, it may be more difficult to evaluate a model’s capacity to
simulate higher-order linguistic effects for these same reasons.

TABLE 1 NOTES:

a. The primary references for the reading models are: (1) Min-
imal-Control (Suppes 1990; 1994); (2) Strategy-Tactics (O’Regan
1990; 1992b); (3) Word-Targeting (McConkie et al. 1988; Reilly
& O’Regan 1998); (4) Push-Pull (Yang & McConkie 2001); (5)
SWIFT (Engbert et al. 2002); (6) Glenmore (Reilly & Radach
2003); (7) Mr. Chips (Klitz et al. 2000; Legge et al. 1997); (8) A¢-
tention-Shift (Reilly 1993); (9) E-Z Reader (Reichle et al. 1998;
1999); (10) EMMA (Salvucci 2000a; 2000b); and (11) Reader (Just
& Carpenter 1980; 1987; 1992; Thibadeau et al. 1982).

b. GAG indicates that the model assumes that attention is dis-
tributed as a gradient during reading (i.e., “guidance by atten-
tional gradient”); SAS indicates that the model assumes the serial
allocation of attention from one word to the next during reading
(i.e., “sequential attention shift”); POC indicates that the model is
primarily an oculomotor model and thus makes no specific as-
sumptions about how attention is allocated during reading.

c. Yes indicates that a model can explain a result; No indicates
that the model (as it is currently instantiated) does not explain a
result; Ltd indicates that the model’s account of a phenomenon is
incomplete or limited (e.g., the model predicts parafoveal preview
benefit, but the benefit is not modulated by foveal processing dif-
ficulty).
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E-Z Reader’s assumptions about lexical
processing: Not so easy to define the two
stages of word identification?
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Abstract: E-Z Reader’s account of the interaction between oculomotor
and cognitive processes depends critically on distinguishing between early
and late stages of lexical processing, because this distinction allows sac-
cadic programming to be decoupled from shifts of attention. Precisely
specifying the nature of this distinction has important implications both
for current models of lexical retrieval and for the development of E-Z
Reader 8.

The distinction between early and late stages of lexical processing
is crucial to the E-Z Reader framework because the two stages
play “unique functional roles”: Completion of the first stage initi-
ates programming of the next saccade, while completion of the
second triggers a shift of the “spotlight of attention” to the next
word, whether the programmed saccade has been executed or not.
The target article provides little elaboration of the rationale or ba-
sis for this distinction, because the focus is on comparing E-Z
Reader with other models of eye movement control. However,
specifying the basis of the distinction is fundamental to the de-
coupling of saccadic programming from attention shifts that un-
derpin the model’s account of the interactions between oculomo-
tor and cognitive processes during reading.

Reichle et al. (1998) labeled the first stage of lexical processing
as the familiarity check and the second as lexical access, but em-
phasized that these processes “could be the product of a single
word recognition module” (p. 133). An early estimate of the word’s
“familiarity” provides “the signal to the eye movement system that
lexical access is imminent and that a saccade should be planned”
(p. 133). It is not clear whether the target article’s more neutral
terms, “first and second stage of lexical access” (L1 and L2), indi-
cates a modification to this conceptualization of the two stages. If
s0, it is important to specify this change of view, because defining
the two stages of lexical processing is important to current mod-
els of lexical retrieval and to evaluation and development of E-Z
Reader.

Attributing a critical role to a “familiarity” estimate in deter-
mining when the eyes shift between words — a fundamental com-
ponent of “normal reading” — has implications for current debates
in the lexical processing literature. Many models of lexical re-
trieval are based on McClelland and Rumelhart’s (1981) interac-
tive activation framework, which uses lateral inhibition to dis-
criminate the correct lexical candidate from similar words. Such
frameworks predict that words that are similar to many other
words (i.e., words with many “neighbors”) should take longer to
identify than words with few neighbors (but see Pollatsek et al.
1999a). This prediction has been refuted: The dominant finding
for English words in both lexical decision tasks and naming tasks
is faster identification of words with many neighbors (Andrews
1997).

Two major models of lexical retrieval that use an interactive ac-
tivation network to simulate lexical memory — Coltheart et al.’s
(2001) Dual Route Cascade model and Grainger and Jacobs’

(1996) Multiple Read Out model — have attempted to explain fa-
cilitatory effects of neighbor similarity by adding a familiarity
process to their computational implementation to allow fast lexi-
cal classification of words with many neighbors. However, both
models assume that familiarity only contributes to the decision
component of the lexical decision task — not to “true lexical re-
trieval” (Grainger & Jacobs 1996).

Conceptually, E-Z Reader provides a functional role for a fa-
miliarity index as an intrinsic component of normal reading while
also allowing for additional effects of the second stage of lexical
processing. Therefore, the model makes clear that “familiarity”
and “complete lexical access” (Reichle et al. 1998) might both con-
tribute to “normal reading” (Andrews & Heathcote 2001). How-
ever, it is not clear that this distinction is effectively operational-
ized in the model’s current implementation.

E-Z Reader implements the two “stages” as different weight-
ings of exactly the same parameters of log frequency and pre-
dictability. Although consistent with Reichle et al.’s (1998) claim
that the stages reflect different computations derived from the
same lexical system, this implementation fails to capture poten-
tially important aspects of the conceptual description. Using word
frequency to summarize the word-level attributes that influence
lexical retrieval identifies processing with item-specific attributes.
This ignores Reichle et al.’s (1998) suggestion that the distinction
between familiarity and lexical access may be likened to that be-
tween matching on the basis of global similarity and retrieval
through reintegration, as instantiated in many mathematical mod-
els of memory (e.g., Humphreys et al. 1989; Raaijmakers &
Shiffrin 1981). If L1 reflects average similarity of the perceptual
input to items in memory, it is not solely a function of the item-
specific attributes summarized by word frequency. A measure of
average similarity to words, like the N metric of neighborhood
density (Andrews 1997) seems a more plausible operationalization
of the construct.

Reichle et al. acknowledge that using frequency and predicta-
bility as parameters of the equation predicting L1 and L2 is a sim-
plification because “the time needed to identify a word is likely to
be a function of many other variables” (target article, Note 8). In
particular, Reichle et al. recognize the failure to incorporate neigh-
borhood effects on word identification as a limitation of E-Z
Reader. Reichle et al. recognize that extending the model to such
phenomena is unlikely to be a simple matter of including measures
such as N, as model parameters. There is, as yet, relatively little ev-
idence about how neighborhood structure influences eye move-
ments, but what is available suggests the story is complex.

Pollatsek et al. (1999a) found that words that produced facilita-
tory effects of neighborhood size in the lexical decision task
yielded inhibitory effects on gaze durations when presented in
sentence contexts, consistent with Grainger and Jacobs’ (1996)
claim that facilitatory effects are specific to the lexical decision
task. However, a subsequent experiment that manipulated only
lower frequency neighbors showed facilitatory effects of neigh-
borhood size on measures of skipping, but no significant effects
on fixation measures — consistent with the view that overall famil-
iarity can influence the likelihood of making a saccade. The differ-
ent effects of measures of neighborhood structure on skipping and
fixation duration support the previous suggestion that different
parameters may determine LI and L2.

The variable effects of N manipulations on eye movement data
may also indicate that N is not the most valid measure of lexical
similarity, particularly when applied across words of different
lengths (Andrews 1997). Similarity between longer, multisyllabic
words may be a function of syllabic or morphemic units that are
not effectively captured by letter-based measures like N. As Re-
ichle et al. recognize, extending the model to afford sensitivity to
lexical similarity and within-word structure will require an account
of “how letter processing maps onto word identification” (target
article, sect. 4.11, para. 2) and may require changes to the current
serial operation of “early visual” and lexical processing. Refine-
ments will also be necessary to accommodate evidence that mor-
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phological subcomponents of words influence the timing of fixa-
tions (Andrews et al., in press; Pollatsek et al. 2000) which imply
that “units smaller than ‘the set of letters between the spaces’ can
influence the decision of when to move the eyes” (target article,
sect. 5.1.2).

Reichle et al. are clearly sensitive to most of the issues I have
raised. They acknowledge that their implementation of the two
stages of lexical processing is a simplification adopted more for
empirical convenience than theoretical commitment and empha-
size that the model is not intended to provide a “deep explanation
of language processing” but simply “a viable framework” for think-
ing about how cognitive processes interact during reading. How-
ever, it is precisely because of the remarkable success of the rela-
tively simple framework offered by E-Z Reader in accounting for
a number of complex features of reading behavior that it seems
worthwhile to implement a more sophisticated set of assumptions
about the factors influencing lexical processing to provide further
support for Reichle et al.’s claim that “the intrinsic nature of the
language processing during reading hinges upon word identifica-
tion” (sect. 4.5, last para.). Validating and refining the distinction
between the two stages of lexical access will be crucial to such de-
velopments.
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Abstract: Evidence is presented for the notion that selection-for-percep-
tion and selection-for-action progress in parallel to become tightly coupled
at the saccade target before the execution of the movement. Such a con-
ception might be incorporated in the E-Z Reader model of eye-movement
control in reading,

Akey assumption of the Reichle et al. model of eye-movement con-
trol in reading is that covert attention and eye movements are de-
coupled. Although the saccadic system relies on a spatial selection
mechanism to calculate the saccade endpoint in the next word,
shifting of attention refers to the process of disengaging the mech-
anisms responsible for identification so that they can be shifted to
the next word. This conception is based on classic theories of at-
tention — as applied to linear stage models — that assume that it
functions to filter certain objects in the environment (Broadbent
1971; Treisman 1969). Capacity limitations at the perceptual stage
was Reichle et al.’s central concept, and they considered selection
its functional consequence. As with classical linear stage theories,
Reichle et al. emphasize dissociation between attention and inten-
tion, as perception and action are viewed as relatively distinct. This
leads to the hypothesis that the selection for processing is decou-
pled from the selection of the target for the next saccade. Instead,
we think that selection does not require an attentional control sys-
tem separate from action-perception cycles. Selection-for-percep-
tion and selection-for-action accompany each other within a spatial
selection window. The preparation of a motor action, however,
binds the perceptual system to the movement target. Then, both
selection processes are strictly spatially and temporally coupled.
This claim may be incorporated in recent modelizations of overt
eye movements (Findlay & Walker 1999; Henderson et al. 1999)
and covert shift of attention (Itti & Koch 2000), which use the con-
cept of a saliency map, a topographic map that codes the position
and relative salience of potential saccade targets.
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A growing body of behavioral evidence given in tasks other than
reading shows that the preparation of a movement induces a con-
current shift of attention toward the same location (Deubel &
Schneider 1996; Hoffman & Subramaniam 1995). The prepara-
tion of an eye movement toward an obligatory spatial location en-
hances the perceptual processing of the stimulus at locations to-
ward which the motor program is directed. We recently described
a similar coupling of saccade programming and shift of attention
at the intended landing position into spatially extended letter
strings (Doré-Mazars et al., in press). Fine-grained information
about the time and the location of the attentional shift was ob-
tained by measuring the detection of a letter change that occurred
tachistoscopically at different SOAs after the presentation of the
letter string and before the saccade execution. The letter change
could occur at different positions within the letter string. Given
the variability of the actual landing positions within the letter
string, it was possible to examine whether actual landing positions
are coupled with corresponding attentional shifts. A strict and se-
lective spatial coupling of attention at the saccadic endpoint was
found in the last 50 msec preceding the saccade execution. Then,
detection capability was shown to be at its best when the letter
change location coincided with the actual landing position to de-
crease at other landing positions. This shows that attention shifted
at the saccade target at the expense of the others when the sac-
cade was prepared to be executed. However, before the selection
of one precise saccade target, a salient, orthographically illegal
cluster at the beginning of the letter string attracted attention au-
tomatically, independent of the intended landing position. At this
stage, different targets seem to be selected for action and percep-
tion. However, when the command to move to a precise target lo-
cation is sent to the motor effectors, the target that occupies this
location receives prioritized visual processing. At this stage, both
selection-for-action and selection-for-perception processes are
strictly spatially and temporally coupled.

Recent brain-imaging studies have shown that covert spatial at-
tention and overt oculomotor shifts are tightly integrated at the
neural level. A large overlapping network of regions including
FEF (frontal eye field), IPS (intraparietal sulcus), and STS (supe-
rior temporal sulcus) was active during both tasks (Corbetta et al.
1998; Nobre 2000). These studies, however, do not reveal the tem-
poral relationship between the robust, attention-related signals
obtained in the frontoparietal network during tasks requiring sus-
tained covert attention to spatial locations in the visual field and
the extrastriate activations. ER-fMRI studies, however, suggest
that the engagement of a top-down attentional control circuitry
that is centered on the dorsal posterior parietal and frontal cortex
is the source of the facilitation of attended input in extrastriate vi-
sual cortex (Corbetta & Shulman 2002; Corbetta et al. 2000). Re-
cent studies using ERP measurement revealed that directing
covert attention to the location of a stimulus results in an en-
hancement of the P1 and multiple N1 components evoked by that
stimulus, compared with the nonattended condition (Hillyard &
Anllo-Vento 1998). Spatial attention exerts a selective amplifica-
tion of sensory information flow in the visual pathways, the early
signal enhancement around 80 msec after stimulus onset being lo-
calized in extrastriate cortex (Heinze et al. 1994; Martinez et al.
2001; Woldorff et al. 1997) and the later one (100—130 msec) in
ventral areas specialized for pattern and object recognition (Man-
gun et al. 1997). Whether this enhancement in the extrastriate ar-
eas is coupled in time with the programming of an eye movement
in the frontoparietal network has not yet been studied in humans.
There is however, electrophysiological evidence of an activation
enhancement around 50 msec prior to the monkey making a sac-
cade to a target in the frontal eye field neurons (Schall & Hanes
1993) and in infero-temporal cortex (Chelazzi et al. 1993).

In short, the Reichle et al. model will likely need modification
to integrate the above evidence. The spatial selection window in
reading may be defined as a region including several words (In-
hoff et al. 2000; Kennedy et al. 2002) that can be processed in par-
allel with a bias towards higher salience for the fixated word. Dur-
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ing a given fixation, the point of maximum salience dynamically
changes to be highest at the saccade word target before the sac-
cade execution. In interactive activation models (McClelland &
Rumelhart 1981), the processing systems (as lexical access) are
controlled by the connections among different interconnected
units (features, letters, and words) and are not capacity limited.

Please stop using word frequency data that
are likely to be word length effects in
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Abstract: Reichle et al. claim to successfully simulate a frequency effect
0f 60% on skipping rate in human data, whereas the original article reports
an effect of only 4%. We suspect that the deviation is attributable to the
length of the words in the different conditions, which implies that E-Z
Reader is wrong in its conception of eye guidance between words.

A computational model is as good as the data it simulates. This is
why Reichle et al. rightly pride themselves about the good fit of
the model’s outcome with human data. The human data predom-
inantly come from a reading study, reported by Schilling et al.
(1998), in which 30 college students read 48 sentences. According
to Figure 6 in the target article, the observed frequency effects in
this study were roughly 70 msec for gaze duration, 30 msec for first
fixation duration, and a 60% for word skipping rate. What Reichle
et al. did not mention is that the Schilling et al. study was origi-
nally designed to look at the word frequency effect under very
controlled circumstances (i.e., with words that were matched on
all other variables except for word frequency, and with sentence
context that constrained the target words equally). Each partici-
pant saw a number of sentences with low frequency words (2 per
million) and a number of sentences with high frequency words
(141 per million). These frequencies probably coincide with the
frequency classes 1 and 5 of Figure 6 in the target article. If we
look at the data reported by Schilling et al. for these particular
stimuli, we obtain a frequency effect of 67 msec for gaze duration
and 35 msec for first fixation duration, but only 4% for skipping
rate (“Subjects fixated on HF words 89% of the time and on LF
words 93% of the time” — Schilling et al., p. 1,272). That is, for this
particular subset of well-controlled stimulus words, in Schilling et
al., the effects for gaze duration and first fixation duration agree
well with the overall data used by Reichle et al., but this is not true
for the skipping rate. How come E-Z Reader “correctly” simulates
a 60% difference in skipping rate between low-frequency and
high-frequency words, whereas in the human data there was only
a 4% difference attributable to word frequency?

After a review of all previously published word skipping data,
Brysbaert and Vitu (1998) concluded that the frequency effect on
word skipping is 4% on average (i.e., exactly the effect reported
by Schilling et al., as well), and that the effect was 9% for contex-
tual predictability (i.e., very predictable words in a sentence are
skipped, on average, 9% more often than unpredictable words).
In addition, they observed a 60% difference attributable to word
length: 2-letter words are skipped more than 60% of the time,
whereas 10-letter words are virtually never skipped in first-pass
reading. To us, these data strongly suggest that what Reichle et al.
simulate in the lower part of Figure 6 is not so much a frequency
effect on skipping rate but a word-length effect on skipping rate.
The authors themselves are clearly aware of this problem, because
in Rayner et al. (1998c, p. 256, footnote 3), they wrote:

In our modelling, to minimize the number of parameters, we did not
distinguish between frequency and word length effects. Thus “fre-
quency effects” in our model are really a combination of frequency and
word length effects because the two are highly correlated in our sam-
ple of text as in printed English in general.

For this reason, we were very surprised to see that in the pre-
sent article they still refuse to report the data separately for word
length and word frequency, even though the current model is sup-
posed to have a mechanism to deal with the effects of the length
of the parafoveal word (see Equation 1 of the target article). What
we ask is that Reichle et al. give us a figure in which the word-skip-
ping rates of the Schilling et al. corpus are shown as a function of
word length and word frequency, together with the predictions of
E-Z Reader. If these provide a good fit, we will rest our case. How-
ever, we strongly suspect that the model will largely overestimate
the effect of frequency and underestimate the effect of word
length. For this reason, until proven wrong, we still believe that
E-Z Reader is fundamentally flawed in its conception of interword
behaviour in general and word skipping in particular.
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Abstract: We discuss five basic principles of E-Z Reader in terms of their
potential for models of eye-movement control in object and scene per-
ception. We identify several obstacles which may hinder the extrapolation
of the E-Z Reader principles to nonreading tasks, yet find that sufficient
similarities remain to justify using E-Z Reader as a guide for modeling eye-
movement control in object and scene perception.

Eye-tracking has provided vision science with a powerful tool to
unobtrusively monitor on-line perceptual and cognitive process-
ing. Unfortunately, eye movement records generate a host of overt
measures which all may (or may not) reflect some aspect of covert
processing, leading to much debate about which measure would
be most appropriate (e.g., Inhoff & Radach 1998). The most
promising solution to this debate is to consider multiple eye move-
ment measures simultaneously (Henderson et al. 1999). However,
to do this, an integrated model is required that specifies the rela-
tions between the various overt measures as well as their corre-
spondence to covert processes. This is precisely what Reichle et
al. have achieved with E-Z Reader.

As users of eye-tracking methodology in object and scene per-
ception, we can be only envious of this situation, yet at the same
time Reichle et al. inspire some optimism with their suggestion
that the basic principles of E-Z Reader may apply to other visual
information processing tasks (sect. 4.9). We would like to evaluate
the grounds for such optimism by examining five basic principles
of E-Z Reader to determine whether and how they can be applied
to the study of eye-movement control in object and scene per-
ception.

First, according to E-Z Reader, the main engine of eye move-
ments in reading is serial word identification. This makes sense
given (a) the importance of individual word order and meaning to
understand the whole sentence, and (b) the ease with which indi-
vidual words can be segregated from a sentence. In scene per-
ception, neither of these conditions is fulfilled. It is quite possible
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to achieve scene interpretation without identifying any of the ob-
jects in the scene, let alone identifying them in a certain order
(Oliva & Torralba 2001). Moreover, object-background segrega-
tion in scenes can be so computationally demanding that object
identification precedes figure-ground organization (Vecera &
Farah 1997). Thus, object fixation times could reflect processing
of object identity as well as background and figure-background re-
lations. Consequently, in scene perception we may have to adopt
a more general principle than object identification as the engine
behind eye movements. One possibility is that the visual system
simultaneously monitors the rate of activation buildup in an ob-
ject lexicon and in an object localization module: As soon as both
rates drop below a criterion level, the current fixation position is
deemed to be suboptimal and an eye movement is planned.

Second, E-Z Reader assigns an important role to pre-attentive
processing of the upcoming word. Given the rigid serial structure
in which information needs to be acquired in reading, this implies
that pre-attentive processing is restricted to the word that is about
to become the saccade target. In scene exploration, however,
there is no inherent spatial order in which objects need to be
processed. Therefore, pre-attentive processing occurs for saccade
bystanders as well as for the saccade target (Germeys et al. 2002).
It will therefore be necessary to determine the spatial and tem-
poral windows within which pre-attentive processing of a saccade
bystander can influence that object’s fixation duration or skipping
probability once it has finally become the saccade target.

Third, E-Z Reader posits that attention shifts and eye move-
ments are decoupled. We wonder whether the sparse and serial
stimulus structure inherent in sentences may not be a necessary
prerequisite for such a decoupling. In other words, autonomous
attention shifts and eye movements may be possible only because
the next relevant stimulus component is always easily discrimi-
nated on the basis of rudimentary boundary information. In scene
perception, however, the next relevant stimulus component could
be anywhere in the visual field; a more sophisticated process is re-
quired to mark the location of the next saccade target. As demon-
strated by behavioral data (Deubel & Schneider 1996) as well as
single-cell recordings in LIP (Colby et al. 1996), spatially selective
shifts of visual attention appear to be that process, indicating a
strong coupling between attention and eye movements. This im-
plies that in scene perception we must invoke different mecha-
nisms when our eye-movement records indicate refixations,
spillover effects, and foveal-on-parafoveal effects.

Fourth, E-Z Reader elegantly limits the number of factors in-
fluencing fixation duration to visual acuity, word frequency, and
word predictability. In object and scene perception these factors
are also likely to play a role, although some may not be easy to es-
timate (e.g., what would constitute a good estimate of object fre-
quency?). The relative importance of these factors is likely to be
different in scene perception than in reading. Specifically, because
scene identity is available early on in scene exploration (Bieder-
man 1981) more subsequent fixations may show predictability ef-
fects than in reading where context develops more gradually. In
addition, the list of factors influencing fixation times probably also
needs to be extended. For example, ease of object identification
has been argued to be a function of object orientation (Boutsen et
al. 1998), object size (Theios & Amrhein 1989), and object cam-
ouflage (De Graef et al. 1990), all of which may have effects on
eye-movement measures.

Fifth and finally, E-Z Reader capitalizes on the incorporation of
very task-specific constraints in the model, such as the preferred
saccade length in reading English. One could argue that this lim-
its the generality of the model, but we feel such parameters are
justified when they accurately reflect eye-movement behavior in
the task under study. Moreover, while the parameter value is ob-
viously task-dependent, the parameter itself may not be. Specifi-
cally, that preferred saccade length in reading English is estimated
to be seven characters may be linked to the fact that the percep-
tual span for word encoding in reading English extends about
eight characters to the right of fixation (Rayner et al. 1982). In
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other words, readers prefer to saccade to the edge of their per-
ceptual span, a principle which may also apply to much less con-
strained tasks such as scene exploration (Shioiri & Ikeda 1989).
Other task-specific constraints derived from reading data may be
less suitable to extrapolate. For example, E-Z Reader assumes that
all fixation times are sampled from a unimodal distribution. How-
ever, in other tasks, fixation time distributions may be multimodal,
raising the question of whether fixation times in the various com-
ponent distributions can all be modeled in the same fashion (De
Graef 1998).

In summary, it would be unwise to extrapolate E-Z Reader to
object and scene perception without careful consideration of task-
specific differences in the interplay between visual processing,
processing goals, attention, and oculomotor control. However, E-
Z Reader does provide a valuable framework for thinking about
the best design principles for a model of eye movements in object
and scene perception.
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Abstract: This commentary focuses on the limitations of the E-Z Reader
model in its attempt to explain refixation saccades in reading. Listing fac-
tors that influence probability of refixating leads the model to assume two
sorts of refixations. However, taking into account data on the metrics of re-
fixation saccades allows us to propose an alternative explanation for em-
pirical observations reported in the literature.

In reading, the probability of refixating a word — that is, to read it
with two fixations — is known to increase with word length, first
fixations landing far from the word center and the decrease of
word familiarity (McConkie et al. 1989). The E-Z Reader model
accounts for these empirical data by making the following as-
sumptions. The rapid parafoveal integration of the length of the
to-be-fixated word results in the preparation of a refixation pro-
gram. Although it remains implicit, this assumption suggests that
the decision to refixate long words is taken before landing on the
word. The computation of the refixation saccade is then initiated
once the eyes land in the word. As the ability of the saccadic sys-
tem to modify or cancel previous motor plans is now well docu-
mented in the literature (since the famous Becker & Jiirgens
[1979] study; see also Vergilino-Perez & Beauvillain, in press), the
target model proposed that the refixation saccade program can be
canceled during the first fixation on the word. The cancellation of
a refixation saccade program would be more likely in a high fre-
quency word than in a low frequency word because the progres-
sion of the first stage of the lexical processing is faster on the for-
mer than on the latter. Such an assumption is an elegant
explanation for the word frequency effect on refixation probabil-
ity (Inhoff & Rayner 1986; McConkie et al. 1989).

However, such a scenario does not fit with the classical inter-
pretation of the effect of the first landing position on refixation
probability. When the first fixation position was imposed at differ-
ent locations in an isolated word (e.g., O’Regan et al. 1984), refix-
ation probability increased when locations were far from the word
center, a location usually called the optimal viewing position
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(OVP). This relationship is expressed by a U-shaped curve. As a
similar pattern was found in text reading (e.g., McConkie et
al.1989; Vitu et al. 1990), it was popularly assumed that a decision
to refixate was made because of errors in the execution of saccades
which do not land on the intended saccade target. To integrate
these empirical observations, the E-Z Reader model admits that a
proportion of refixations is planned because of mislocated initial
positions.

We would like to address two questions to the authors. First,
whether their model assumes two populations of refixations. Sec-
ond, whether the presupposed factors that affect the decision to
refixate also play a role in the computation of the metrics of refix-
ation saccades. Indeed, even if this model addresses the question
of the refixation probability, nothing is said about refixation sac-
cade metrics — for example, what is the target for the refixation
saccade?

An experiment was conducted in our lab (Doré-Mazars et al.
2003) to examine these questions further during reading of iso-
lated long words. High- and low-frequency words of 8, 10, and 12
letters were displayed in parafoveal vision. With this procedure,
the launch site (eccentricity) and the parafoveal preview were held
constant. Critical aspects of early work about the refixation deci-
sion are replicated here: both length and frequency effects, and
also the classical U-shaped curve describing the relation between
the refixation probability and the initial landing position on the
word. For each initial landing position, we found an effect of the
length and the frequency of the word, the amplitude of the first
being more important than the second one.

More interestingly, we provide arguments for the view that re-
fixations do not result from saccadic error but are preplanned and
sometimes canceled. We observed that the distribution of landing
positions in refixation cases is clearly leftward-shifted relative to
single fixation cases. In addition, the examination of the refixation
saccade amplitude demonstrates that the saccade is planned on
the basis of the word length with no effect of the initial landing po-
sition on the word. Indeed, the slope of the linear regression be-
tween first and second fixation position close to 1 indicates that
the refixation saccade is computed as a fixed motor vector applied
irrespective of the initial landing position on the word. We repli-
cate here previous findings indicating that the refixation saccade
is preplanned in parafovea relative to the word length integrated
at this time (Vergilino & Beauvillain 2000). The absence of a tar-
get for refixation saccades stands against refixations as corrective
saccades. In such a framework, we interpret the difference in ini-
tial landing position on the word between single- and refixation
cases found in our experiment as the consequence and not as the
cause of the planning of refixation saccades. Of course, because of
the inherent variability of the text-reading situation (e.g., in
launching sites), some refixations could be caused by mislocated
landing positions, but their proportion and metrics remain to be
assessed. Moreover, while refixation probability was affected by
word frequency, no role of this factor in the computation of the re-
fixation metrics was observed in our experiment. Indeed, we
found a frequency effect neither on the mean refixation saccade
amplitudes nor on the slope of the linear regression. This result is
compatible with the notion that the lexical processing that pro-
gresses throughout the first fixation is likely to cancel a preplanned
refixation saccade. However, since the frequency effect on refixa-
tion probability is around 10%, as usually observed in the litera-
ture, we assume that only a small proportion of refixations would
be canceled by lexical processing. Word processing plays only the
secondary role in refixating of long words.

In conclusion, one of the future challenges of the E-Z Reader
model is to take into account not only the factors that influence
the decision to make a refixation saccade, but also those that de-
termine its metrics, to better explain refixations in reading.

The game of word skipping: Who are the
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Abstract: Computational models such as E-Z Reader and SWIFT are
ideal theoretical tools to test quantitatively our current understanding of
eye-movement control in reading. Here we present a mathematical analy-
sis of word skipping in the E-Z Reader model by semianalytic methods, to
highlight the differences in current modeling approaches. In E-Z Reader,
the word identification system must outperform the oculomotor system to
induce word skipping. In SWIFT, there is competition among words to be
selected as a saccade target. We conclude that it is the question of com-
petitors in the “game” of word skipping that must be solved in eye move-
ment research.

In computational models based on the concept of sequential at-
tention shifts (SAS), word skipping is a consequence of a compe-
tition between lexical processing and saccade programming (tar-
get article; cf. Engbert & Kliegl 2001; 2003; Reichle et al. 1998).
This mechanism was proposed first by Morrison (1984). Such an
explanation of word skipping is qualitatively different from the as-
sumption underlying the SWIFT model (Engbert et al. 2002;
2004; Kliegl & Engbert 2003), that a field of lexical activities builds
up during the eyes’ random walk over the sentence. It is the rela-
tive strength of activity that determines the probability of select-
ing the next saccade target. The related theoretical framework of
competition between targets for action is the dynamic field theory
of movement preparation (Erlhagen & Schoner 2002). Conse-
quently, the SWIFT model may be generalized as a model for eye-
movement control in situations with many potential saccade tar-
gets such as visual search or general scene perception. To compare
these differences between SAS models and SWIFT, we investi-
gate the mechanism for word skipping using semianalytical tech-
niques.

In E-Z Reader 7, currently the most advanced SAS model, a
new saccade program is initiated at the end of stage 1 of the word
identification system (Fig. 3 in the target article). Word skipping
occurs if the saccade program is canceled by another saccade com-
mand during the labile stage. Such a cancellation will occur if the
sum of the durations of L, (of the currently fixated word) and L,
(of the skipped word) is smaller than the average duration of the
labile saccade program M,. To calculate the probability of skip-
ping, we have to consider that saccade program stages are gamma-
distributed! in E-Z Reader. As a consequence, the probability of
skipping is given by an integral over the distribution ¢" (¢) of du-
rations of the labile saccade stage M,

j g (t)dt (1)
Li+(Ly)

where the time constant 7 is related to the mean of the labile sac-
cade program by 7=M,/9. It is important to note that there are
two oculomotor parameters, n and 7, in the probability. The inte-
gral in Equation 1 can be evaluated analytically. The probability
for skipping a word, which needs an average processing time L,
of the first stage of word identification, is given by

n k
b= 2%[MJ exp(_L1+<Lz>j @

k=0 T T

p

E-Z Reader —

Since stage L, refers to the skipped word, we have to estimate the
average processing time during stage 1 by computing means over
the five word-frequency classes for L,. From low to high word fre-
quency (classes 1 to 5) we computed the values 128.0 msec, 100.7
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Figure 1 (Engbert & Kliegl).

of word frequency class.

Skipping probability as a function

msec, 90.8 msec, 60.7 msec, and 44.4 msec for L ;> ising Equation
3 and corresponding parameter values given in Reichle et al. The
average value of L, corresponds to an arbitrary word (the word left
of the skipped word). Therefore, we used the ensemble average of
L, over all words the corpus of sentences,? denoted by (L) = 82.3
msec. For agamma distribution of order n=8 and a mean labile sac-
cade duration M, =187 msec, we obtained T =20.8 msec. The re-
sulting estimates for the skipping probability p; ., ;... are in good
agreement with simulated data from the target article (see Fig. 1).

In SWIFT, a field of lexical activities a,(t) evolves over time.
The probability of target selection is given by the relative lexical
activity. As a consequence, no additional assumptions must be
made to produce forward saccades, refixations, and regressions.
The probability of skipping word,_, | is given by the probability to
select word, _ , as the next saccade target, which is computed by
the fraction

— [ln+2(t)

Pswirr = +2
Z: 1 ajy (t) t= target sclection (3)

There is no oculomotor contribution to the skipping probability in
Eq. (3) — an important difference to Equation (2) for E-Z Reader.
Numerical estimates for pgyy; - can be obtained by evaluating the
set of lexical activities at the point in time where target selection
occurs in SWIFT (for details see Engbert et al. 2002).

Diverging predictions can be derived from SAS and SWIFT
models. In E-Z Reader, the probability of word skipping will de-
pend on oculomotor parameters, because of the competition be-
tween saccade programming and word identification. In SWIFT,
the competition between words for becoming selected as the next
saccade target implies a structural stability of word skipping against
oculomotor parameters. Therefore, dynamic models generate
highly specific predictions, which might be most stimulating for fu-
ture research: The current controversy on mechanisms of eye-
movement control will still be resolvable by experimental results.
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NOTES
1. The gamma distribution for saccade latencies can be written as

n

L1 (e t . .

gr = 1 , where 7 is a time constant and n is the order
T—nl T
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of the distribution. Mean value and standard deviation are given by u =

(n + 1)Tand o =+n+1t. For a relation of standard deviation to mean of
one third (Reichle et al. 1998), we have to choose a gamma distribution of
ordern = 8.

2. This procedure may be interpreted as a mean field approximation,
that is, using the average processing difficulty of the word left to the
skipped word. To compute L, and {L,) according to Equation 3 in the tar-
get article, we used word frequencies, predictabilities, and the parameters

B, By and A.
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Abstract: Parameters in E-Z Reader models are estimated on the basis of
asimple data set consisting of 30 means. Because of heavy aggregation, the
data have a severe problem of multicolinearity and are unable to ade-
quately constrain parameter values. This could give the model more power
than the empirical data warrant. Future models should exploit the rich-
ness of eye movement data and avoid excessive aggregation.

Because eye movement techniques produce an enormous amount
of raw data, it is common practice to perform some sort of data re-
duction prior to modeling. However, there is a delicate balance
between reducing computational complexity and preserving
meaningful variance in the data. The E-Z Reader 7 model and its
predecessors (Reichle et al. 1998; 1999) posit a comprehensive
and elegant set of eye-movement control mechanisms, but the
data set used to fit the models is too impoverished to adequately
test these models.

The empirical data for E-Z Reader models (from Schilling et al.
1998) are averages of six eye movement variables (single fixation du-
ration, first fixation duration, gaze duration, and the probability of
skipping, making single fixations, and making two fixations) over five
word frequency levels (Reichle et al. 1998, Table 1; see also Note 6
of the target article). Unfortunately, the structure of the empirical
data is ill formed. The six variables are so highly correlated that the
data space has far fewer than six independent dimensions, a prob-
lem known as multicolinearity in linear regression analysis.

Pair-wise correlation coefficients among the six variables range
from 0.85 (between skipping rate and first fixation duration) to
0.998 (between first fixation duration and single fixation duration).
Furthermore, all eye-movement measures are highly correlated
with the logarithm of word frequency. A principal component
analysis showed that the first component accounts for 94.6% of the
total variance, the first two components account for 98.6%, and
the first three components account for 99.999% of total variance.
In short, with only 5% loss of information, the six eye-movement
variables can be effectively reduced to a single variable, which in
turn has an almost perfect linear relationship with log-trans-
formed word frequency.

The consequences of multicolinearity in the dataset are pro-
found. Free parameters (ranging from five in E-Z Reader 1 to at
least seven in E-Z Reader 7 models) were effectively estimated on
the basis of only five data points, creating a classic identification
problem in parameter estimation, where some parameter values
may be varied freely without affecting model fit. Moreover, flaws
in the data threaten the internal validity of E-Z Reader as an em-
pirical model. If we believe in the principle of parsimony, then the
only model that will survive Occam’s Razor would be something
like “any eye-movement measure is a linear function of the log-
transformed word frequency,” which is both uninformative and
wrong (see Kliegl et al. 1982).
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Is the problem of multicolinearity confined to the Schilling et
al. (1998) data set? The answer is no. A similar analysis based on
our own data (Feng et al. 2003) shows the same pattern of multi-
colinearity. The problem stems from two sources.

1. Composite eye-movement measures (see Inhoff & Radach
1998), such as gaze duration and probability of skipping, are
statistics computed from individual fixations. Because these sta-
tistics are calculated on the same sample of fixations, moderate
to strong correlations are expected among them. For example,
the fixations counted toward single-fixation duration are a sub-
set of first-fixation duration, which is in turn a subset of gaze du-
ration.

2. These correlations are further concentrated as raw data are
aggregated to get a “clean” picture suitable for modeling. For ex-
ample, in our adult reading data, the correlation between first fix-
ation duration and gaze duration is 0.71 when the unit of analysis
is per subject per word (N=24,089). It becomes 0.80 when we av-
erage across subjects (N=3,599 words), and 0.95 if we only con-
sider five word frequency levels (N=>5) and average across both
subjects and words.

As long as only a few means of composite eye-movement vari-
ables are used for modeling, the problem of multicolinearity will
be unavoidable. Therefore, ingenious and intricate theories such
as E-Z Reader will remain untestable. The only solution to this
problem is to reinstate the richness of the eye-movement data for
modeling. There are at least three approaches to this end:

1. Use less aggregated data.

2. Model distribution functions of eye movement variables
(e.g., Feng et al. 2001; 2003; McConkie & Dyre 2000).

3. Use raw data instead of composite eye-movement measures
(Feng 2001).

In addition to the multicolinearity problem, there are several
important flaws in the parameter estimation procedure shared by
all E-Z Reader models (see Reichle et al. 1998, p. 157). Instead of
normalizing the difference between model predictions and ob-
served values, the authors erroneously squared the difference.
Consequently, fixation duration variables, which have a much
larger scale than do probability variables, contributed approxi-
mately 100 times as much to the index of model fit as did the prob-
ability variables (estimation based on Reichle et al. 1998, Table 1).
Another error is the use of the standard deviation in the normal-
ization. Because the comparisons were between observed means
and simulated means, the sample standard error should be used
in the denominator (see Hayes 1988). As a result, the goodness-
of-fit index was shrunk by a factor of the square root of N. Finally,
it is disappointing that there was no attempt to test the fit of each
model statistically, or statistically compare successive models.
Further analyses on the impact of these factors can be found in
Feng (2001).

It may seem paradoxical that even though it has serious prob-
lems in parameter estimation, E-Z Reader 7 is successful in sim-
ulating many well-known reading eye-movement phenomena. A
possible explanation is that precisely because the impoverished
empirical data could not provide adequate constraints over pa-
rameter values, the authors gained more freedom in assigning pa-
rameter values that maximize simulation performance. This would
predict that the model’s simulation performance would be ham-
pered if the data contain more information, something that could
be empirically tested.

In summary, the problems discussed here — multicolinearity in
data and issues with parameter estimation and model testing — are
fairly low-level. However, a model is ultimately only as good as the
data and algorithms on which it is based. There is not enough ev-
idence to conclude that E-Z Reader is empirically validated.
Nonetheless, we should not throw out the model with the statisti-
cal problems. These issues are not difficult to fix. I look forward
to seeing an E-Z Reader 8 that is on a solid statistical footing.
Meanwhile, future modeling work should fully exploit the richness
of reading eye movements and be wary of the limitations of ag-

gregated data.
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Abstract: This commentary analyses the quantitative parameters of Re-
ichle et al.’s model, using estimates when explicit information is not pro-
vided. The analysis highlights certain features that appear to be necessary
to make the model work and ends by noting a possible problem concern-
ing the variability associated with oculomotor programming.

Reichle et al.’s target article presents a model of eye control dur-
ing reading that is impressive in a number of ways. It is fully ex-
plicit, quantitative, and economical, and it brings in known fea-
tures of the visual system (differential magnification) and
oculomotor system. It provides a good account of a number of ob-
served phenomena and a quantitative fit to data. Its appearance in
BBS is particularly welcome because if it proves robust against
criticism, this must be regarded as a triumph not only for the
model itself but also for the serial stage approach to modeling that
underpins it.

The duration of fixations are modeled on the basis of a signal
traveling through a number of stages that are strictly serial with
the visual, lexical, and oculomotor processes taking place sequen-
tially. These stages are shown in Figures 3 and 13 of the target ar-
ticle; and the latter figure in particular suggests that the time-con-
suming processes leading to saccades are conceived as the time for
signals to traverse brain regions. This represents a different tradi-
tion and philosophy to the approach of Findlay and Walker (1999),
where the emphasis was on specific time-consuming processes of
competitive inhibition, particularly in the late oculomotor stages.
Some common ground might be found in the separation of the
programming of saccade amplitude from the remainder of the
programming. This occurs through the direct (dashed line of Fig.
3) pathway from the early stage of visual processing bypassing the
word identification system. Section 3.1.3 indicates that this path-
way provides the low spatial frequency information needed to pro-
gram a saccade. However, it would appear that there also needs to
be a modulatory influence from the word segmentation process on
this pathway, since the whole basis of the model is that saccades
are programmed to words.

The remainder of this commentary works through the model in
detail, following the commentators” understanding and looking
particularly at the time course of events.

The seriality has the consequence that the duration of a fixation
can be expressed as a sum of contributions from the component
stages

FXDUR = (V)+L,+M,+M,-(OV, +OV, +OV, ) (1)

where t(V), L,, M ,, and M, are defined as in the model. OV, OV ,

and OV, are mtroduced to denote the modifications that occur
when the model is working dynamically, since overlap (OV)
processes can occur. OV, and OV, are savings in the visual and
lexical stages, respectively, that can come from peripheral preview.
OV,, reflects changes in oculomotor preparation time when sac-
cadic programming stages overlap. All the components are de-
scribed clearly in the target article and, although the detailed mag-
nitudes can be made only with precise knowledge of the text being
read, it is possible to make estimations of the distributions. The
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terms in Equation 1 (above) are all stochastic variables and there-
fore the grand mean of FXDUR must equate to the combination
of the means of the various contributing components. How does
this work out? Our analysis below ignores refixations but other-
wise tries to follow through Reichle et al.’s model.

Section 3.1.1 discusses the variable ¢(V), which takes values up-
wards from 90 msec. L, is defined in Equation 2 of the target ar-
ticle as a product of two factors. The first ranges from 110 to 228
msec dependent on word frequency, and the multiplier ranges
from 0.5 to 1.0 dependent on word predictability. A plausible over-
all mean value might be 130 msec. M, and M, are clearly set out
to have mean values of 187 msec and 53 msec respectively.

OVy, OV,, and OV, are not defined explicitly and depend on
what happens when the model runs. OVy, and OV, represent sav-
ings on the visual and lexical stages through peripheral preview ad-
vantage. OV, represents modifications when saccadic program-
ming stages overlap. Fixation durations are shortened when the
planning for a saccade is able to take advantage of preparation al-
ready made (as with the second fixations in 5D and 5E of Fig. 5).
Fixation durations may also be lengthened when saccade skipping
necessitates a reprogramming of the location-distance stage, as in
the first fixation of 5C.

The sum of the means of the first four terms of Equation 1
above is 460 msec. Therefore, to obtain a plausible overall mean,
it seems necessary for the OV components to be quite substantial.
OV, can, as far as we can see, only be positive when two condi-
tions are satisfied. First, peripheral preview has allowed comple-
tion of the ¢(V) and L, stages of word, . . Second, the triggering
signal falls in the 53 msec non-labile stage of the previous saccade
preparation or during the saccadic movement itself (25 msec).
Therefore, OV, cannot exceed 78 msec. Whenever this combi-
ndtl()n of urcumstdnces occurs, OV, must equal the full value of

L, (50 msec—228 msec). This suggests that the OV, component
will usually be smaller than OV, . Our estimates of plausible pa-
rameters are as follows: £(V) 90 msec, L, 130 msec, M, 187 msec,
M, 53 msec, OV,90 msec, OV, 60 msec ov,,30 msec summmg
to a mean FXDUR of 280 msec. Of this figure, 70 msec is “visual-
lexical” and 210 msec “oculomotor.” This reasoning assigns a very
considerable role to peripheral preview, and two predictions seem
to follow. If preview is prevented, fixations should be considerably
lengthened; consequently, we find the 26 msec preview benefit
figure given in section 3.2 surprisingly small. Second, the very first
fixation on a text should be substantially longer than subsequent
ones.

A similar exercise can be carried out with the variance of FX-
DUR, which again must be predictable from the variances of the
component distributions, taking into account any nonindepen-
dence of the terms. How does the variance divide among the var-
ious components of the sum, and in particular between the visual-
lexical and the oculomotor components? The calculations above
suggest that the oculomotor components contribute about 75% to
the mean. Unfortunately, the variance of the gamma-distributions
from which M, and M, are drawn are not given in the target arti-
cle (we very much hope the authors will supply these in their re-
sponse). However, our rough estimates suggest the oculomotor
components must contribute a considerable amount.

If indeed this is the case, it must be reconciled with the fact that
in studies of saccades in simple situations, distributions with stan-
dard deviations in the 25—30 msec band are often found (Car-
penter & Williams 1995; Walker et al. 1995; Wenban-Smith &
Findlay 1991). It is, of course, possible that oculomotor variability
depends on the circumstances in which the system is used and is
higher in reading than in the cases cited. However, it could also be
that the serial assumptions of the model are the source of the
problem.
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Frontal lobe functions in reading: Evidence
from dyslexic children performing
nonreading saccade tasks

Burkhart Fischer

Brain Research Unit, University of Freiburg, D-79104 Freiburg, Germany.
bfischer @uni-freiburg.de www.brain.uni-freiburg.de/fischer

Abstract: Reichle et al. show that saccades in reading are controlled by
linguistic processing. The authors’ Figure 13 shows the parietal and frontal
eye fields as parts of a neural implementation. This commentary presents
data from dyslexics performing nonreading saccade tasks. The dyslexics ex-
hibit deficits in antisaccade control. Improvement of the deficits is
achieved in 85% of the cases and results in advantages in learning how to
read.

From many different pieces of converging experimental evidence
(Fischer 1987) the main components of saccade control have been
identified as: (i) fixation, which stabilizes the direction of gaze; (ii)
an optomotor reflex, seen under certain conditions as express sac-
cade, when fixation/attention is disengaged; and (iii) a voluntary
component, challenged by the instruction to generate antisac-
cades, that is, saccades in the direction opposite to a visual stimu-
lus (Hallett 1978). Fixation is supported mainly by parietal (Mot-
ter & Mountcastle 1980; Robinson et al. 1978) and tectal functions
(Munoz & Wurtz 1992), and the reflexes are mediated by the su-
perior colliculus (Schiller et al. 1987; Sommer & Schiller 1992).
The voluntary component relies on frontal lobe functions, because
successful performance of the antisaccade task is impaired in pa-
tients with unilateral frontal lobe lesions (Guitton et al.1985).

Figure 1 shows the basic optomotor cycle consisting of series of
periods of fixation (Stop) and saccades (Go). The cycling must not
work on its own. It must be controlled by voluntary and/or cogni-
tive processes that make each saccade a meaningful event within
the process of active vision. Neurons in the frontal eye fields are
activated before purposive saccades — not before any saccade
(Bruce & Goldberg 1985).

How can one get more inside, into the relationships between
the cognitive processing and the neural systems for saccade con-
trol? One possibility is to look at saccade control in nonreading
tasks and to compare the corresponding data obtained from sub-
jects who read normally with those of subjects who have reading
problems; for example, dyslexics.

Deficits in the acquisition of reading skills may be (and have
been) attributed to deficits of a number of different subfunctions
within the reading process. One possibility is a deficit in saccade
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Figure 1 (Fischer). Schematic drawing of the optomotor Stop-
and-Go cycle and its control by parietal (Stop) and frontal (Go)
functions.
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control. Controversial results have been accomplished with inter-
pretations ranging from “eye movements hold the key of dyslexia”
(Pavlidis 1981) to “saccade control is normal in dyslexia” (Olson et
al. 1983). Figure 1 reconsiders the problem and makes the fol-
lowing predictions:

1. If only linguistic processing (e.g., word identification) is im-
paired, saccade control will be affected during reading, but not
during nonreading tasks.

2. If the frontal system is impaired, saccade control will be af-
fected during reading and also during those nonreading saccade
tasks, which challenge the frontal control component. However,
other saccade tasks, for example prosaccade tasks, may be per-
formed normally.

3. If fixation is unstable, reading may become more or less dif-
ficult even with intact linguistic processing.

Case number 2 is supported by experimental evidence: Large
proportions of dyslexics have a specific problem with the volun-
tary saccade component, while only a minority exhibit deficits also
in prosaccade generation during nonreading tasks (Biscaldi et al.
2000). A preponderance of intrusive saccades (Fischer & Hart-
negg 2000b) and/or binocular instability (Stein & Fowler 1993)
has been reported in dyslexia as well (case number 3), but will not
be discussed here in detail.

Children between the age of 7 and 17 years were categorized as
dyslexic or control using the diagnostic tests described earlier (Bis-
caldi et al. 2000). Two nonreading saccade tasks were adminis-
tered: a prosaccade task with overlap conditions and an antisac-
cade task with gap (200 msec) conditions. From the prosaccade
task we determined the reaction time, from the antisaccade task
we measured the percent number of errors and the percent num-
ber of corrective saccades. The methods are described elsewhere
(Fischer et al. 1997b).

The normal development of the different components of sac-
cade control from the age of 7 to the age of 85 years has been as-
sessed earlier (Fischer et al. 1997a; Klein et al. 2000). A compar-
ison with the data of dyslexic subjects was described (Biscaldi et
al. 2000). Here we present an updated analysis of the data.

Figure 2 shows a pair of age curves of the reaction times of
prosaccades (overlap condition) and another pair of age curves of
the percentage of those error trials, in which the errors were not
corrected. These trials are called misses.

The curves show that the initiation of prosaccades is affected
only for the youngest group. However, the generation of antisac-
cades exhibits systematic deficits increasing with age. Counting
the percent number of dyslexics, who performed the antisaccade
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Pairs of age curves obtained from dyslexics (N=1,849) and controls (N=117). Vertical bars represent the confi-

task with miss rates above the mean of the controls plus one stan-
dard deviation, reveals that the percentage of affected dyslexics in-
creases with age from about 30% to 55%.

In these dyslexics the reading problem is caused partly by an in-
sufficient frontal control of saccade generation, not by a general
impairment of saccade control.

Earlier experiments have shown that daily practice can change
saccade control (Fischer & Ramsperger 1986). Three visual tasks
were designed for training: One requires fixation, one prosac-
cades, and another antisaccades (Fischer & Hartnegg 2000a; Fis-
cher et al. 2000). The miss rates of eye movements of 148 dyslexic
subjects were measured before and after the training (Fig. 3).
About 85% of the subjects improved their antisaccade perfor-
mance. The training improved only those aspects of saccade con-
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Figure 3 (Fischer). Percent misses in the antisaccade task be-
fore and after the training (N=148).
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trol that were part of the training program (Fischer & Hartnegg
2000a).

Finally, a group of 20 dyslexics with deficits in saccade control
was divided into a test and a control group. Only the test group
was given the antisaccade training. Then both groups were re-
combined and received six weeks of reading instruction. The test
group reduced their reading error rate by about 49%, the control
group by only 19% (p=0.01). The improvement of saccade con-
trol facilitates the learning process but does not replace it.

Among the executive functions of the frontal lobe is the execu-
tion of saccadic eye movements during reading. An impairment of
this function does not imply that reading is completely impossible,
only that the chances of reading errors due to inappropriate sac-
cades are increased. Tt is suggested that a neural implementation
of the E-Z Reader model does indeed include the frontal lobe, and
that the model could also serve as a model of dyslexia.

Dimensionality and explanatory power of
reading models

Douglas Hanes and Gin McCollum

Neurotology Research, Legacy Clinical Research and Technology Center,
Portland, OR 97232. dough@Ilhs.org mccollum@ohsu.edu

Abstract: The authors’ review of alternative models for reading is of great
value in identifying issues and progress in the field. More emphasis should
be given to distinguishing between models that offer an explanation for be-
havior and those that merely simulate experimental data. An analysis of a
model’s discrete structure can allow for comparisons of models based upon
their inherent dimensionality and explanatory power.

The authors are to be congratulated for their structural analysis
and comparison of several widely varying models of eye-move-
ment control during reading. The emphasis on the basic structures
and assumptions of the models is welcome, as is the authors’
recognition that the ability to simulate experimental results is not
the only measure of a model.

This commentary presents a further evaluation of reading mod-
els in terms of their discrete structures and dimensionalities,
which represent the inherent expressive power of the model. It is
seldom necessary to consider the output of computer simulations,
using specific formulae, to understand the range of phenomena
that can be predicted. Moreover, a focus on structure distin-
guishes the facets of a model that offer explanatory relationships
from those that only quantitatively simulate data.

We begin with an example of such a discrete, structural expla-
nation with regard to the spillover effect, then consider two no-
tions of the dimensionality for reading models.

Two lexical stages accommodate the spillover effect. The
ability of the E-Z Reader model to correctly predict the “spillover
effect,” under which the difficulty of one word can lengthen the
fixation on the next, has nothing to do with specific formulae or
simulations but is inherent in the separation of lexical processing
into two stages. In Morrison’s earlier model (Morrison 1984), of
which E-Z Reader is an elaboration, lexical processing is consid-
ered as a single unit, and the signal to generate a saccade origi-
nates only after this process is complete. This basic structural as-
sumption implies that the difficulty of processing the current word
can have no influence on the following fixation. Therefore, Mor-
rison’s model cannot possibly account for the spillover effect.

In contrast, the E-Z Reader model has a second stage of lexical
processing following the signal to generate a saccade. This auto-
matically gives the possibility of a spillover effect of various am-
plitudes, because the duration of this second stage can contribute
to the following fixation. Therefore, the ability of E-Z Reader and
the inability of Morrison’s model to account for the spillover effect
does not in any way depend upon the specific equations but is im-
plicit in the models’ structures.
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If the model is fundamentally correct, the requirement of two
degrees of freedom in the lexical processing system must be re-
flected in physiological processes. In this way, the dimensionality
of a model of sensorimotor function has implications for physio-
logical organization.

Dimension as the measure of the space determining average
fixations or individual fixations. There are various ways of as-
sessing the dimensionality of a model, depending on the facets of
interest. Here we give two examples of ways to make dimensional
assessments based on a models ability to predict fixation dura-
tions.

One notion of dimensionality is the average number of input
variables determining fixation durations in a sequence. In Morri-
son’s model, for example, the sequence of fixation durations is de-
termined by the sequence of lexical processing times for each
word. This is an average of one variable per fixation, giving the
model a dimension of one. In the E-Z Reader model, the se-
quence of fixation durations depends on the durations of both
stages of lexical processing for each word, as well as the word
lengths (which determine early processing rates). This is an aver-
age of three variables per fixation, so E-Z Reader has dimension
three.

Alternatively, dimension can be determined as the potential
number of variables affecting the duration of an individual fix-
ation. In Morrison’s model, the length of the fixation is deter-
mined by either the duration of lexical processing on the fix-
ated word L(0) or by this duration plus that of lexical
processing on the next word L(+1), in case the next word is
skipped. A graph of the possible contributions of these vari-
ables to the duration of a single fixation is given in Figure 1A.
This is a two-dimensional subset of real two-space, giving Mor-
rison’s model a dimension of two. A similar analysis shows that
with the E-Z Reader model (excluding early processing), indi-
vidual fixations are determined from the durations of L, on the
preceding and fixated words and L, on the fixated and follow-
ing words. A graph of possible contributions of L,(0), L,(0),
and L,(+1) to a fixation duration is shown in Figure 1B. This
three-dimensional graph gives E-Z Reader a dimension of four
when the possible contribution of L, on the previous word is
included.

Both estimates of dimensionality show E-Z Reader to be more
complex than Morrison’s model, as expected, but they do give dif-
ferent numbers. The reason is that, because of parallel processing
of saccades, an individual fixation can involve more cognitive
processes and more free variables than does the average fixation.
Note that if some fixations have more than average freedom of de-
termination, then others necessarily have less! This is reflected in
Figure 1 by the lower-dimensional components of the graphs. The
two-dimensional measures are not incompatible but emphasize
different aspects of the models.

Conclusion. The essential complexity and expressive power of
a model can be represented in a discrete, schematic way. A cor-
rectly designed discrete model indicates all of the variables influ-
encing the system, and all the ways in which values of one param-
eter can constrain those of another. Given the discrete model,
simulations can be generated by constructing formulae that pro-
vide the best “fit” to the data. However, a focus on simulations can
obscure the fundamental properties of the model by presenting
results in a form similar to experimental data.

We feel that it is of great importance to distinguish those parts
of a model that offer an explanation for behavior and physiology
from those parts that merely simulate data. E-Z Reader offers real
explanations for how the brain controls saccade timing, while its
handling of saccade lengths and refixations is explicitly con-
structed for purposes of quantitative fit. Other models show their
strengths in other areas, as can be seen from the excellent analy-
sis of the target article. Our understanding of reading would be
best served by attention to the dimensionalities necessary to ex-
plain observed sensorimotor behaviors and their implications for
physiological processes.
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(+1)) that can determine a fixation duration in Morrison’s model. B. Val-

ues of the vector (L,(0), L,(0), L,(+1)) that can determine a fixation duration in the E-Z Reader model. 1(0) and L(+1), lexical pro-
cessing time on fixated and following words, respectively; L, (0) and L, (+1), durations of first stage of lexical processing on fixated and
following words, respectively; L,(0), duration of second stage of lexical processing on fixated word. Enclosed three-dimensional regions,
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Visual word recognition and oculomotor
control in reading

Lynn Huestegge?, Jonathan Grainger®, and Ralph Radach?
2nstitute of Psychology, Technical University of Aachen, 52056 Aachen,
Germany; ®Université d’Aix-Marseille, LPC/CNRS, 13 621 Aix en Provence,
France. lynn.huestegge @ post.rwth-aachen.de
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Abstract: A central component in the E-Z Reader model is a two-stage
word processing mechanism made responsible for both the triggering of
eye movements and sequential shifts of attention. We point to problems
with both the verbal description of this mechanism and its computational
implementation in the simulation. As an alternative, we consider the use
of a connectionist processing module in combination with a more indirect
form of cognitive eye-movement control.

The E-Z Reader suite of computational models is characterized
by the role played by lexical processing in the complex system that
guides the eyes through text during reading. The word identifica-
tion module of E-Z Reader 7 is seen as the “engine” that drives
the whole process, determining both the dynamics of saccade gen-
eration and the assumed sequential shifting of attention. Although
the section on word identification occupies only a modest propor-
tion of the target article, there is no denying that this is a central
component of the model.

As argued by Grainger (2003), the time is ripe for a fruitful in-
teraction between research on visual word recognition and re-
search on eye movements in reading. Including a word identifica-
tion component in a model of eye-movement control in reading is
already a significant step in the right direction, and Reichle et al.
are to be congratulated for their pioneering work towards this
goal. However, there are several ways to go about generating such
an interaction. One is to examine how a given model of visual word
recognition, motivated by research using isolated word presenta-
tion techniques, could be integrated into a more global reading
system that includes oculomotor control. Another way is to define
a minimalist model of visual word recognition that, when coupled
with a model of oculomotor control, optimally fits the data col-
lected using eye-movement paradigms. Reichle et al. have

adopted the latter approach, with some unfortunate conse-
quences.

E-Z Reader 7 implements a two-stage approach to word iden-
tification. An early stage (L,) is assumed to play a crucial role in
the identification of the orthographic form of the word, whereas
a second stage (L) is rather related to phonological and semantic
processing. Completion of the first stage initiates the preparation
of a saccade to the next word, and completion of the second stage
initiates an attention shift to the next word. However, an exami-
nation of the verbal description of this part of the model and its
mathematical implementation reveals a number of problems with
this approach.

As the authors note, the major motivation for the two stages in
the word identification component of E-Z Reader 7 is the decou-
pling of eye movements and attention in the model, and the fact
that this allows E-Z Reader to capture a wide range of eye-move-
ment data. In the mathematical implementation of E-Z Reader 7,
it is apparent that only two empirically observed variables are used
to model the various types of processing associated with each
stage: word frequency and predictability (see equations for ¢(L,)
and t(L,) below). This is because the model was designed to cap-
ture the influence of word frequency and predictability on the var-
ious measures obtained in eye movement recordings.

t(L,) = [B,—B,n(frequency)] (1-6 predictability)

t(L,) = A[B, —B,In(frequency)| (1-predictability)

Two problems come immediately to mind. First, the only dif-
ference between these two processing stages concerns the relative
weight assigned to frequency compared to predictability. In the
first stage, the influence of predictability is reduced and that of
word frequency enhanced, compared with the second stage. Sec-
ond, the relationship between these variables and the ortho-
graphic, phonological, and semantic processing described in the
verbal model, is left unspecified.

The verbal model is said to be partly motivated by the activa-
tion-verification model (AVM) of Paap et al. (1982). Tt is true that
the AVM can be described as a two-stage (activation and verifica-
tion) model of visual word recognition, but the analogy between
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the AVM and the word identification component of E-Z Reader
stops here. Worse, the precise structure of the AVM was gener-
ated to account for experiments showing no frequency effects on
early orthographic processing in perceptual identification para-
digms. E-Z Reader does just the opposite, by pronouncing fre-
quency effects in the first stage of lexical access. The same is true
for predictability. In the AVM, predictability as well as word fre-
quency are thought to influence the second stage of processing ex-
clusively. This is in contradiction to the implementation in E-Z
Reader, where effects of predictability on stage L, are necessary
to account for both word skipping and reduced fixation times for
predictable words, since the completion of this early stage triggers
eye-movement behavior. While it seems reasonable to assume that
predictability may reflect top-down influences from higher-level
sentential or text-level representations in the later phases of word
identification, the authors need to provide independent evidence
for such influences on early orthographic processing.

Furthermore, the option to put orthographic processing in one
stage and phonological and semantic processing in the other stage
appears to be totally arbitrary. Why not have three separate stages,
or put orthography and phonology together (as representations of
form), separate from semantics? Indeed, the authors’ own pre-
sentation of parafoveal preview effects would motivate a regroup-
ing of orthographic and phonological processing. The exclusion of
phonology from early word processing is clearly not in harmony
with the results obtained by the same group of authors using their
fast priming paradigm (see Pollatsek et al. [2000] for a recent re-
view of these issues).

In sum, it appears that there is a considerable gap between the
verbal description of the model and its actual mathematical im-
plementation — and no clear theoretical justification for the par-
ticular option adopted in either the verbal or the mathematical
version of the model.

As mentioned by the authors in their detailed discussion of al-
ternative models, a different approach to the integration of lin-
guistic processing and eye-movement control has been taken by
Reilly and Radach (2003). They used a letter- and word-process-
ing module that implements a well established type of interactive
activation model as developed in research on single word recog-
nition (Grainger & Jacobs 1996; 1998). The results of word pro-
cessing are continuously fed back to a spatial salience vector that
serves as an arena to integrate visual and Iinguistic processing in
the selection of words as saccade targets. The trigger for the exe-
cution of an eye movement comes from an independent fixate
center that is codetermined by the level of activity in the word pro-
cessing module (see Engbert et al. [2002] for a similar approach).
In this architecture, there is no distinct processing event that trig-
gers saccade programming, and no shifting of attention. Hence,
there is also no need to divide word processing into stages, and
some of the problems originating from this division can be
avoided. However, although the Glenmore model appears to rep-
resent a promising theoretical alternative, it has still to be tested
in simulations with a realistic corpus of reading data. Tt remains to
be seen whether it can then match the impressive performance of
E-Z Reader in accounting for a wide range of eye-movement phe-
nomena in 1'eading.
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Future challenges to E-Z Reader: Effects of
OVP and morphology on processing long
and short compounds
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Abstract: We argue that although E-Z Reader does a good job in simu-
lating many basic facts related to readers” eye movements, two phenom-
ena appear to pose a challenge to the model. The first has to do with word
length mediating the way compound words are identified; the second con-
cerns the effects of initial fixation position in a word on eye behavior.

As Reichle et al.’s target article convincingly demonstrates, the re-
search on eye guidance has reached a stage where the accumula-
tion of empirical data has paved the way for attempts to model and
simulate the basic findings related to eye movements in reading.
Without any doubt, E-Z Reader has been the most influential
model in this respect.

For the information-processing models, it is desirable that they
(1) are transparent; (2) are psychologically and neurally plausible;
(3) account for the basic empirical facts; and (4) make novel,
testable predictions. On the one hand, we think E-Z Reader fares
well with respect to the first three requirements (with some limi-
tations, mentioned below). On the other hand, although E-Z
Reader may also be capable of producing novel empirical predic-
tions, we are not told what these might potentially be (with one
exception concerning a previous version of the model). We are left
wondering whether the model is indeed restricted to predicting
only the effects that it is designed to simulate, or whether the au-
thors have not yet fully exploited its capacity to generate novel pre-
dictions.

In what follows, we take up two empirical phenomena that pose
a challenge to E-Z Reader, namely, the role of morphology in the
processing of compound words and the effects of fixation location
in a word on eye behavior.

Many languages (e.g., German, Dutch, and Finnish) depart sig-
nificantly from English in having highly frequent compounding.
For example, in Finnish, more than 50% of all existing words are
compounds. If we are to understand the basic reading processes
in these languages, we need to acquire a good insight into how
compounds are processed. In a recent study, we (Bertram &
Hyond 2003) demonstrated that word length mediates this
process: For relatively long compounds (12-14 characters) the
recognition process starts with lexical access of the first con-
stituent and not of the whole word (see also Hyoni & Pollatsek
1998; Pollatsek et al. 2000), whereas the opposite is true for the
relatively short compounds (7-8 characters). The potential chal-
lenge these findings pose to E-Z Reader is that word length ap-
pears to determine whether word or constituent frequency affects
the initial fixation on a word.

An initial attempt to model compound word processing with E-
Z Reader demonstrates that the job is not trivial (Pollatsek et al.
2003). Pollatsek et al. showed that a version that fitted the data
best on reading long compounds was the one in which word iden-
tification was assumed to appear serially via the constituents (i.e.,
accessing first the initial constituent, then the second one, then
gluing the two together). However, such a model runs into prob-
lems in accommodating our finding (Bertram & Hy6ni 2003) that
short compounds are recognized via the whole word form and that
the first constituent does not seem to get activated. What might
be needed are letter-level representations feeding activation to
word-level nodes, where letter-level activation varies as a function
of eccentricity from the center of fixation point (cf. the Glenmore
model of Reilly & Radach [2003]). In the case of short compounds
this is not enough, but there should also be a mechanism that
gives priority to word-level nodes over compound word con-
stituents. Without such a mechanism, there would be faster and
more pronounced activation of the first constituents, because they
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are typically of higher frequency than the whole words. In mor-
phological processing models (e.g., Schreuder & Baayen 1995) it
is assumed that a morphologically complex word is segmented into
its component morphemes before they can be mapped onto their
corresponding access representations. The priority of word-level
nodes over constituent nodes might be accounted for by incorpo-
rating this additional segmentation time into the above-mentioned
mechanism. We have unpublished data suggesting that segmenta-
tion might indeed not be a straightforward operation, especially
when there is a lack of clear segmentation cues (Bertram et al.
2003). The apparent reason why the first constituent of long com-
pounds is more strongly activated than the whole-word form (de-
spite the potential segmentation problems) is due to low letter-
level activation for the end letters (attributable to eccentricity).

The second empirical phenomenon that appears to pose a chal-
lenge to E-Z Reader is, on the one hand, the relationship between
within-word fixation location and refixation probability, and, on
the other hand, the relationship between fixation locations and fix-
ation durations. Regarding the former relationship, it has been
shown that the location of initial fixation has a marked influence
on the probability of refixating a word (and subsequently on gaze
duration; e.g., Rayner et al. 1996). The farther away the initial fix-
ation lands from the optimal viewing position (OVP), the more
probable it is that a refixation occurs. In E-Z Reader, refixation
probability varies only as a function of word length (see Equation
7 in the target article). Therefore, we suggest that the posited
mechanism for refixations is modified by also including fixation
position in the equation.

As regards the second OVP phenomenon, Vitu et al. (2001)
found that the closer the fixation is to OVP, the longer its duration.
We have unpublished data (Bertram & Hyoni 2002) that replicate
the results of Vitu et al.: First fixation is clearly shorter when it
lands on the beginning letters in comparison to OVP. We observed
this for both short and long compound words; thus, the relation-
ship appears replicable across languages and for different word
lengths (however, see Rayner et al. 1996). Although the authors
do not acknowledge it, their Equation 1, which quantifies early
prelexical visual processing, may be able to simulate the above-
mentioned effect. According to our calculations, the time for early
visual processing is shortened the further away a fixation is from
OVP - a pattern in line with the inverted OVP effect observed in
first fixation duration. Therefore, the authors’ claim that the equa-
tion is “consistent with evidence that word identification is most
rapid if the word is fixated near its center” (sect. 3.1.1, para. 3) ap-
pears to be at odds with the data and our interpretation of the
equation.
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Selection for fixation and selection for
orthographic processing need not coincide

Albrecht W. Inhoff and Kelly Shindler
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Abstract: The E-Z Reader model assumes that the parafoveal selection
for fixation and the subsequent selection for attention allocation encom-
pass the same spatially distinct letter cluster. Recent data suggest, how-
ever, that an individual letter sequence is selected for fixation and that
more than one letter sequence can be selected for attention allocation
(processing).

Reading requires that word recognition and sentence compre-
hension be coordinated with the programming of saccades, as the
eyes need to be near the to-be-identified words. Although an

abundance of evidence shows that eye movements are influenced
by spatial and linguistic properties of a word at or near fixation,
these data often reveal a complex relationship between word
recognition and saccade programming. The main goal of the E-Z
Reader model, and of other models of oculomotor control during
reading, is to explain how local demands of text processing can
yield a relatively heterogeneous — but carefully calibrated and well
adapted — pattern of eye movements.

The central assumption of the model is that the individual word
is the exclusive unit of orthographic and semantic processing at
each point in time. Each and every word of text is the target of a
programmed (but not necessarily executed) saccade and of a cor-
responding shift of attention that controls a word’s orthographic
and semantic processing. The pattern of executed saccades can
differ from the strictly sequential pattern of attention shifts, be-
cause saccade programming and the shifting of attention are con-
trolled by functionally distinct word recognition processes, and
because the programming of an overt saccade is more intricate
than the covert shifting of attention.

Earlier data (Inhoff et al. 2000; Starr & Inhoff, in press) chal-
lenged a core assumption of the E-Z Reader model, that the pro-
gramming of a saccade to the next word in the text begins before
the word is attended. The current commentary examines another
assumption of the E-Z Reader, that the initial selection of a
parafoveal word for saccade targeting is followed by its selection
for processing so that their spatial areas coincide.

The current version of the E-Z Reader model (i.e., the target
article) includes a pre-attentive stage of early (low-spatial fre-
quency) visual processing. It segments visible text into spatially
cohesive objects that are separated by interword spaces. A
parafoveally visible object that occupies the space of the next word
in the text becomes the target of a saccade after the orthographic
form of the attended word is specified, and it becomes the subse-
quent target of a corresponding shift of attention after the mean-
ing of the attended word is accessed. Pre-attentive processing thus
discerns a parafoveally visible spatial object, the next word in the
text, so that it can become the target of a saccade and of an atten-
tion shift.

The results of a recent study (Inhoff et al. 2003), in which we
manipulated the spatial segmentation of a parafoveally visible
word, are not in harmony with this concept. We created four
parafoveal viewing conditions, two with matching and two with
mismatching parafoveal word length previews. Mismatches were
created by replacing a center or near-center letter of a parafoveally
visible five- to eight-letter target word with a blank space that sep-
arated it into two spatially separate sequences of letters. For in-
stance, the mismatching preview of the target word student con-
sisted of stu ent. Matching previews were created by replacing the
corresponding center letter with a dissimilar letter, for example,
stusent." Orthogonal to the manipulation of parafoveal word
length, we also manipulated the linguistic informativeness of the
preview by creating two conditions, one in which useful ortho-
graphic information was available, as shown in the examples, and
one in which it was denied (e.g., vip asp and vipsasp). The intact
target (student) was visible when the eyes moved to the right of
the blank space preceding it, and target viewing durations were
measured to determine effects of spatial segmentation and of use-
ful orthographic information. If pre-attentive segmentation was
used for the targeting of saccades, then saccades should have been
longer in the matched condition than the mismatched condition,
as the full target preview could be reached with a larger saccade.
Furthermore, if pre-attentive segmentation directed attention,
then more useful orthographic information should be obtainable
from the matched parafoveal preview, as it reveals more useful or-
thographic information than the first segment of a mismatched
preview.

As can be seen in Table 1, saccades to the target were longer in
the matched condition, as readers appeared to direct the eyes to
an individual parafoveally visible letter string, the first segment in
the mismatched condition and the full letter string in the matched
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Table 1. (Inhoff & Shindler) The size of the saccade to the target
(in character spaces) and ensuing target first fixations and gaze
durations (in msec) as a function of the length and the ortho-
graphic informativeness of the preview

Matched length ~ Mismatched length

Letter No
preview  preview

Letter No
preview  preview

Saccade to word 8.8 9.0 8.4 8.2
First fixation duration 199 217 294 235
Gaze duration 271 307 311 347

condition. First fixations and gaze durations on the target did not
yield the expected result, however. Instead, letter previews were
equally useful in the matched and mismatched conditions, sug-
gesting that parafoveal selection for processing in the mismatched
condition encompassed more than the next parafoveally visible
letter sequence.

The spatial segmentation of the parafoveal target preview also
did not influence the usefulness of available orthographic infor-
mation on that subset of trials in which the eyes landed at the pre-
viously visible first segment of the mismatched target preview (see
Table 2). Readers thus obtained useful orthographic information
from both segments of the mismatched parafoveal target preview,
irrespective of the selection of a particular segment for subse-
quent fixation.2

Table 2. (Inhoff & Shindler) The size of the saccade to the
target (in character spaces) and ensuing target first fixations
and gaze durations (in msec) as a function of the length and

the orthographic informativeness of the preview for the
subset of 760 trials in which the eyes landed at the first
segment of the target preview

Matched length ~ Mismatched length

Letter No Letter No
preview preview preview preview

Saccade to word 8.3 7.9 8.5 7.5
First fixation duration 193 223 211 233
Gaze duration 291 337 317 369

Other results (Briihl & Inhoff 1995; Inhoff 1989a; 1989b; 1990;
Lima & Inhoff 1985), argue against the possibility that acquisition
of useful orthographic information from the parafoveal target pre-
view was confined to beginning letters in the matched and mis-
matched conditions. In Lima and Inhoff (1985), preview of the
target’s beginning trigram yielded a benefit of approximately 20
msec in the gaze duration data, substantially less than in the cur-
rent data, and preview of the full word yielded a benefit of ap-
proximately 40 msec, quite similar to the current data.

Together, these findings indicate that the spatial areas used for
saccade targeting and for the acquisition of useful orthographic in-
formation need not coincide. This conception is in harmony with
our view (Inhoff et al. 2000; Starr & Inhoff, in press) that more
than one spatially distinct linguistic unit can be processed con-
currently during a fixation.

NOTES
1. The blank target space in the mismatched length condition was re-
placed with an uninformative letter in the matched length condition to re-
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veal the identical sequence of useful and non-useful parafoveal letters in
both conditions.

2. This does not consider potential inaccuracies due to oculomotor er-
Tor.
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Abstract: E-Z Reader is a highly successful model of eye-movement con-
trol, employing the notion of a serial-sequential attentional spotlight
switched from word to word. Evidence of parallel processing of words in
text calls this notion into question. Modifications to the model to accom-
modate this evidence are possible but will not address the fundamental ob-
jection that reading should not be seen as “surrogate listening.”

At least until the present version of E-Z Reader, there was a sharp
theoretical distinction to be drawn between a model committed
to the strict operation of a serial attentional switch and alternatives
involving a degree of parallel processing, through the operation of
an attentional gradient, for example. The primary testing ground
for this theoretical divide was the existence, or otherwise, of
parafoveal-on-foveal effects; that is, demonstrations that proper-
ties of word__ , (not yet fixated, but possibly attended) influence
processing on word, . As noted by Reichle et al., most early evi-
dence on this question was negative (Carpenter & Just 1983; Hen-
derson & Ferreira 1993), but the balance of evidence has now
shifted, with a majority of recent studies supporting the proposi-
tion (Kennedy 1998; 2000b; Kennedy et al. 2002). The current
version of E-Z Reader goes a long way towards accommodating
these data by adding an early pre-attentive mechanism, able to
survey the terrain of the upcoming text. In particular, orthographic
parafoveal-on-foveal effects can now be accounted for without de-
serting the crucial claim that processing is to be characterised by
default as involving a serial attentional switch. The modification to
the model will no doubt have the effect of changing the focus of
future empirical work from questions about whether such effects
occur, to questions about their precise locus of operation. For ex-
ample, sublexical effects exerted from initial letter familiarity or
constraint might be characterised as less subversive than apparent
lexical or supralexical effects. Nonetheless, it is difficult to avoid
the conclusion that further erosion of the “seriality” assumption
underlying E-Z Reader must occur. This is, indeed, foreshadowed
in the target article by the concession that the SWIFT model of
Engbert et al. (2002) “provides a viable alternative” to the E-Z
Reader model.

The critical problem with the E-Z Reader model may not, in
fact, be its adherence to “contentious” assumptions about the se-
rial allocation of attention. It may rather be the set of tacit as-
sumptions underlying that process and, in particular, the claim
that words must be identified in turn because readers “need to
keep word order straight” (Pollatsek & Rayner 1999). Although
not made completely explicit in the target article, it is clear that
this claim relates to the authors’ belief that higher-level linguistic
processes such as the computation of syntactic relationships can
be understood only within the framework of a model where word-
order can be preserved (“The serial allocation of attention is nec-
essary because it preserves the temporal order of the words” [sect.
5.2.2, para. 5]). Given that reading is essentially a spatial activity,
involving the deployment of eye movements over a visual object,
the reference to temporal order is revealing: It suggests a com-
mitment to the assumption that reading is, in fact, a form of sur-
rogate listening. The clearest statement of this assumption, largely
accepted but normally undeclared in the literature, is provided by
Ferreira and Clifton (1986): “there is no reason to doubt that the
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syntactic processing strategies used by listeners and readers would
be the same.” This assumption has had a profound effect on the-
ories of reading and has played a part in the evolution of models
of eye-movement control that assign a significant role to an atten-
tional spotlight, deployed sequentially across “word objects.” Tt s,
nonetheless, fallacious. Written text is normally continuously
available as a spatially extended object on the page or screen, and,
unlike the speech signal, can be inspected at will (Kennedy
2000a). This bestows unique advantages on the reader because, as
noted by Reichle et al., re-inspection is typically deployed as a re-
processing option. The cost of incorrect initial structural analysis
is far higher when processing speech, where no process equiva-
lent to visual re-inspection is available (Watt & Murray 1996).

It should be noted, however, that the equivalence between re-
inspection and reanalysis is itself in need of careful justification:
It can be drawn only because readers compute and retain enough
spatially coded information to make saccades to specific locations
possible. This point needs to be stressed, because saccades made
in the service of reanalysis are often very large and cannot be con-
trolled accurately by physical identification of their correct land-
ing site (Murray & Kennedy 1988). For readers of English, the re-
lationship between initial landing position and launch site for
progressive saccades is linear over the whole range of launch po-
sitions likely to be found in normal reading, with one character
shift in launch position producing a corresponding shift of about
a third of a character in landing position. However, the equivalent
analysis of inter-word regressive saccades shows a virtually flat re-
lationship between extent and accuracy. Landing position is close
to the target word’s centre, regardless of launch position, an out-
come that strongly implies spatial control over saccades to “al-
ready-inspected” sites. The fact that readers know where previ-
ously inspected words lie (Radach & McConkie 1998) means that
their temporal order of fixation need bear no relationship at all to
their spatial succession. Indeed, the fact that the reader, unlike the
listener, can afford to adopt a single “preferred” structural analy-
sis rests on the fact that a repair process is readily available, un-
derpinned by this spatially coded information (Kennedy et al.
2003; Kennedy & Murray 1987; Pynte et al. 1988).

The E-Z Reader model takes as a theoretical given the concept
of word object, an idea which found its place in the literature be-
cause it neatly captured the idea of a visually-presented word
functioning as a cognitive event, bounded by the time spent in-
specting it (McConkie 1979). Processing could thus mimic the
(temporal) sequence of events that would obtain if the word were
heard rather than seen. It is hardly surprising, therefore, that the
claim that text presented without inter-word spaces can be read
quite well (Epelboim et al. 1993) should have been seen as pecu-
liarly subversive and rejected with vigour (Rayner & Pollatsek
1996; see also Epelboim et al. 1996). What else but inter-word
spaces could underpin the notion that the “primitive object level”
in reading is the word (McConkie & Zola 1987)? Inter-word
spaces are the visual equivalent of auditory segmentation, defin-
ing the boundary of attention. They allow the notion of an atten-
tional spotlight, switched to each word in turn, to smuggle into any
model of reading that employs it the plausible, but questionable,
belief that reading is a form of surrogate listening. From this point
of view, properties of a word in the parafovea cannot influence
current foveal processing, because it is obviously not possible to
hear the next word before it is uttered. The irony is, of course, that
the serial-sequential nature of speech is precisely the property
that a writing system avoids.
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Abstract: We question the assumption of serial attention shifts and the as-
sumption that saccade programs are initiated or canceled only after stage
one of word identification. Evidence: (1) Fixation durations prior to
skipped words are not consistently higher compared to those prior to non-
skipped words. (2) Attentional modulation of microsaccade rate might oc-
cur after early visual processing. Saccades are probably triggered by at-
tentional selection.

Two core assumptions of the E-Z Reader model are: (1) attention
is shifted across the text in a strictly serial fashion from word_ to
word, _ |, and (2) eye-movement programs are initiated by com-
pletion of the first of two stages of word identification. The
SWIFT model does not make these assumptions; its three core as-
sumptions are: (1) eye-movement programs are initiated by an au-
tonomous timer, (2) words within the perceptual span are
processed in parallel at rates that depend on the distance from the
current fixation, and (3) lexical processing difficulty of the fixated
word delays the initiation of a saccade program (Engbert et al.
2002). We comment on implications of E-Z Reader’s core as-
sumptions in the light of new experimental results and specula-
tions.

Lexical cancellation of saccade programs.E-Z Reader is
strongly committed to the assumption of serial word-to-word
shifts of attention. Together with the assumption that saccade pro-
grams are triggered by completion of a first stage of lexical pro-
cessing, this implies longer fixation durations prior to skipped than
prior to nonskipped words. The reason is that word skipping re-
quires that a saccade targeting the next word is canceled and re-
programmed to the following word; saccade cancellation neces-
sarily increases the fixation duration. E-Z Reader and our own
previous model generate a large effect of this kind (58 msec in E-
Z Reader 7; 75 msec in Engbert & Kliegl 2001). The empirical ev-
idence, however, is not consistent with this assumption, with ef-
fects ranging from 38 to —26 msec (see Kliegl & Engbert [2003a]
and Radach & Heller [2000] for references to six studies/twelve
estimates with a median close to zero). We checked this effect in
a recent corpus based on 32 young and 33 older adult readers of
German sentences (Kliegl et al., in press). In both samples the
critical fixations were shorter (—9 to —4 msec) in various analyses
(e.g., contrasting saccades from word, to word,__ , with saccades
from word, to word, _ |; matching words that preceded a skip with
the same words [read by different participants] when they pre-
ceded a saccade to the next word).! Obviously, this experimental
variance needs to be explained, but given that E-Z Reader 7 over-
estimates even the maximum reported increase in fixation dura-
tion by 53%, the assumption of lexical-processing triggered sac-
cade-cancellation does not appear to be well supported. Guidance
by attentional gradients does not predict a specific increase of fix-
ation durations prior to skipped words.

Lexical initiation of saccade programs. The SWIFT assump-
tion of autonomous saccade generation was motivated by the con-
siderable explanatory power of models assuming primary oculo-
motor control and by research demonstrating a close link between
attentional selection and saccade program initiation (see Deubel
et al. [2000] for an excellent review). Recently, covert attention
shifts were shown to modulate microsaccade rate and orientation
in spatial cueing paradigms (Engbert & Kliegl 2003; see also
Hafed & Clark 2002). If attention modulates microsaccade rate
and orientation in reading fixations, we can test the E-Z Reader
assumption that saccade programs are triggered exclusively by the
completion of the first stage of word identification (LI), which is
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130 to 150 msec after the beginning of a fixation. Alternatively, the
completion of early visual processing or attentional selection in
the visual system might trigger saccade programs. Indeed, pre-
liminary analyses indicate a linear increase in microsaccade rate
from 90 to 200 msec (Kliegl & Engbert 2003), which is after early
visual processing but already before the completion of LI. We
speculate that, aside from effects related to the spatial position,
some of these microsaccades represent traces of inhibited saccade
programs as postulated in SWIFT, but any reliable link between
perceptual or lexical processing and microsaccade rate or orienta-
tion will provide important constraints for attentional and ocular
control during reading.

Reading as a special case of dynamic attention allocation.
Obviously, attention and ocular control did not evolve for reading,
but reading is a special application of the attentional/ocular con-
trol system. Indeed, the highly constrained spatial nature of the
reading process represents an ideal testbed for the further devel-
opment of theories of attentional/ocular control models. We ar-
gue that SWIFT can be ported more readily to nonreading situa-
tions (such as visual search) than E-Z Reader, because it does not
make any reading-specific assumptions with respect to target se-
lection; indeed a variant of the model was applied to searching for
a target in a display of Landoldt rings (Engbert & Trukenbrod
2003). Moreover, the combination of target selection via atten-
tional gradient and parallel processing of words within the per-
ceptual span allows us to generate all types of reading eye move-
ments from the same underlying mechanism. In contrast, in E-Z
Reader some reading eye movements require special assumptions
(i.e., word skipping or refixations) and others are not even part of
the present framework (i.e., interword regressive movements).
SWIFT may actually be too flexible, given emerging empirical
constraints. For example, it may be necessary to constrain paral—
lel processing within the perceptual span to lexical preprocessing
to reduce semantic parafovea-on-fovea effects. Such constraints,
however, can be implemented and tested in nested models.

Conclusion. Although E-Z Reader 7 and SWIFT differ in core
assumptions, it does not seem insurmountable to introduce flexi-
bility of saccade triggering in E-Z Reader and to constrain paral-
lel processing and possibly autonomous timing in SWIFT. There-
fore, E-Z Reader may need to abandon the assumption that all
saccades are canceled or triggered by the completion of lexical
processing stages; SWIFT may need to restrict parallel processing
to visual/lexical preprocessing. Such adjustments, if necessary, will
be forced by experimental results. The purpose of a computational
model is to provide a coherent perspective on a complex set of em-
pirical results and generate new hypotheses. Computational mod-
els of attentional and ocular control of reading already live up to
this expectation.
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NOTE

1. We replicated longer fixation durations following a skipped word.
Also, skipping saccades started closer to the end of word, and landed
closer to the beginning of word, , , compared with matched movements

from word | to word, |, as expected from oculomotor control theories.
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Abstract: This commentary focuses on two aspects of eye movement be-
haviour that E-Z Reader 7 currently makes no attempt to explain: the in-
fluence of higher order psycholinguistic processes on fixation durations,
and orthographic influences on initial and refixation locations on words.
From our understanding of the current version of the model, it is not clear
how it may be readily modified to account for existing empirical data.

E-Z Reader 7 provides an impressive account of the processes that
determine when and where fixations are made during reading.
The eye movement patterns that the model predicts are remark-
ably similar to the observed data. Furthermore, the model is based
on quite simple, fundamental principles. In this commentary, we
would like to consider two central aspects of the model that we be-
lieve may require reconsideration if future versions of the model
are to explain data that currently exist in the literature. First, there
is evidence to show that processing beyond the level of ortho-
graphic identification can influence the duration of fixations. The
second issue is that there is growing evidence to suggest that the
orthographic characteristics of words can influence where they
are first fixated and refixated. It is possible that future versions of
the model could account for these additional phenomena and,
therefore, our criticisms are intended to be constructive in nature.

Our first point is that Reichle et al. limit their model to ex-
plaining lexical and visual influences on fixation duration. In the
E-Z Reader model, L, is a stage of orthographic identification that
is influenced by word frequency and predictability. Completion of
this stage of processing is the primary determinant of fixation du-
ration. However, studies have shown that processing beyond or-
thographic identification does influence initial fixation durations
on words (e.g., Murray & Liversedge 1994; Rayner et al. 1983a).
To account for these higher-level influences on the duration of fix-
ations whilst retaining the underlying mechanisms of the model,
such processes must, it seems to us, modulate the time required
to complete L. That is, L, must be redefined as being processing
which includes full lexical access, syntactic processing, and per-
haps even thematic and semantic processing.

However, it is not clear whether such depth of processing may
be realistically achievable within existing L, time constraints. If
not, then it may be necessary to extend the L, stage of processing,
thereby providing sufficient time for higher order processing to
occur during this period. Such a modification would result in more
plausible timings for the occurrence and influence of higher or-
der cognitive processes on fixation durations. Note, however, that
since eye-movement programming can begin only after comple-
tion of L, this will necessarily reduce the time allocated to pro-
gram a saccade (M, and M,). As the authors note in section 3.1.4,
given existing data (e.g., Rayner et al. 1983b), the mean eye-move-
ment programming time cannot be much shorter than is currently
specified in the model. Consequently, such a modification may not
be viable. Note also that if this modification were made, it is then
unclear what type of processing would occur during L, (the stage
in which readers currently perform full lexical access and which
triggers the attention shift). L, is central to the mechanism for de-
coupling of eye movements and attention, and abandoning this
stage would constitute a major change to the model.

An alternative possible modification is to substantially alter the
fundamental mechanism for the initiation of eye-movement pro-
gramming. That is, completion of L, would not serve to trigger the
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initiation of an eye movement. In such a situation, higher-level
processing could take place in parallel with the labile stage of sac-
cadic eye movement programming. Cognitive processing could
then affect this labile stage at any time to influence when the eyes
move. Such an alteration may overcome some of the time con-
straint problems identified above; however, the nature of L, would
still have to be respecified. Furthermore, the authors may con-
sider such a modification to be too radical a departure from the
existing mechanistic processes by which E-Z Reader 7 currently
operates.

The second point that we wish to make about E-Z Reader 7 con-
cerns what determines specifically where words are first fixated.
Within E-Z Reader 7, the visual system extracts low spatial fre-
quency information from the visual periphery and the oculomotor
system uses this visual information, apparently exclusively, to tar-
get saccades. While the authors suggest that word shape informa-
tion may be provided by the visual system and this in turn could
affect saccade targeting, within their simulation, the only infor-
mation that is used to guide saccade extent is word length. As
noted by the authors (Note 5), a number of studies have now
shown that the frequency of letter sequences at the beginning of
words influences where words are first fixated (see also Radach et
al. 2003; White & Liversedge, in press). Furthermore, evidence
also suggests that the characteristics of words can influence the di-
rection (White & Liversedge, in press) and length (Hyoni 1995a;
White & Liversedge 2003) of refixation saccades. While it may be
possible to explain such effects through processing of low spatial
frequency word shape information, how such processes would op-
erate is not currently specified. Moreover, studies using artificial
tasks (Beauvillain & Doré 1998) and recent results from our lab-
oratory investigating normal reading (White & Liversedge 2003)
have shown that orthographic information influences where
words are first fixated and refixated for upper case text. Upper-
case text does not have visually distinctive differences in word
shape to the same degree as lower-case text. Therefore, it is not
clear how E-Z Reader 7 could explain such results on the basis of
low spatial frequency information alone.

To conclude, E-Z Reader 7 impressively explains a wide range
of eye movement behaviour during reading. In its present form, it
makes no attempt to explain existing evidence for higher-level in-
fluences on fixation durations and growing evidence for ortho-
graphic influences on where words are initially fixated and refix-
ated. We believe that these aspects of eye-movement control
during reading are important and that an attempt to account for
such oculomotor behaviour would strengthen future versions of
the E-Z-Reader model.

Basic assumptions concerning eye-
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George W. McConkie? and Shun-Nan YangP

aBeckman Institute, University of Illinois at Urbana-Champaign, Urbana, IL
61801; ®Brain Science Institute, Riken, 2-1 Hirosawa, Wako-shi, Saitama
351-0198, Japan. gmcconk@uiuc.edu syang3@brain.riken.go.jp

Abstract: Reichle et al. specify two assumptions as being basic to E-Z
Reader: Words are sequentially attended during fixations, and saccades
are triggered by a cognitive event. We point out that there is little evidence
for the first assumption and counterevidence for the second. Also, the la-
bile/nonlabile stage distinction in saccade preparation seems to be con-
trary to current evidence. An alternative explanation of saccade onset
times in reading assumes that saccades are strategically generated, inde-
pendent of language processing, but are delayed on a probabilistic basis by
processing difficulties.

The development of E-Z Reader is a notable intellectual accom-
plishment. In its detail, scope, and ability to account for many es-
tablished results, it sets a new standard for what a theory of eye-

movement control should accomplish. At the same time, there is
reason to doubt some of the basic assumptions that lie at its heart.
Here we discuss the two that Reichle et al. list as being the “cen-
tral assumptions” of the model: (1) words are attended sequen-
tially during the fixation (here called the sequential attention as-
sumption), and (2) the signal for moving the eyes is the occurrence
of some stage in word identification (the cognitive saccade trig-
gering assumption).

The sequential attention assumption, as proposed earlier by
Morrison (1984), provides a way to employ the findings of “paral-
lel programming” of saccades by Becker and Jiirgens (1979) to
drive the oculomotor engine. Becker and Jiirgens observed that if
a saccade target is displaced at critical times following its onset,
the resulting saccade is modified in its amplitude or direction. By
assuming that the critical event in those studies was a shift of at-
tention to the new target location, Morrison had only to further
assume that covert attention shifts occur from word to word dur-
ing fixations in reading, to then invoke this mechanism as a model
for driving the eyes during reading: Shifting attention occurs when
the system is ready to consider the next word; this shift triggers
preparation for a saccade; and if another shift occurs soon enough,
it cancels or modifies the current saccade program.

Actually modeling this mechanism indicates that timing con-
straints within Morrison’s model are contradictory, which has
forced modifications in the more recent implementation of E-Z
Reader; for example, a saccade currently is assumed to be initiated
by some cognitive event that occurs before attention shifts. How-
ever, there is very little empirical support for the proposed se-
quential attention assumption during reading, in spite of direct at-
tempts to experimentally reveal it (Blanchard et al. 1984). It is
quite possible that Becker and Jiirgens obtained their results only
because of the stimulus displacement, and that no such discrete
attention shifts occur during the reading of stable text. Reichle et
al.’s model also postulates two distinctive stages of saccade pro-
gramming, labile and nonlabile, that are used in accounting for the
occurrence of word skipping. However, in parallel saccade pro-
gramming, there is actually a dynamic modification of the ampli-
tude of the initial saccade toward the second target position, indi-
cating a summing of signals from both steps. Even after a saccade
isin flight, it can still be modified by a later-programmed saccade,
thus contradicting Reichle et al.’s distinction as they describe it.

Evidence is clearer with regard to the cognitive saccade trig-
gering assumption. We (McConkie & Yang 2003; Yang &
McConkie 2001; in press) have conducted a series of experiments
in which the text is replaced by alternative stimulus patterns
(strings of Xs, random letters, patterns with spaces filled, etc.) for
occasional single fixations as people read, to observe the effect on
the saccade onset time. The stimulus changes occur during sac-
cades so that the stimulus motion that normally signals such
changes is not perceived and does not produce the type of saccadic
inhibition observed with changes during fixations (Reingold &
Stampe 1999). A stimulus pattern consisting of wordlike random
letter strings would be expected to produce characteristic changes
in saccade initiation times (fixation durations) in an E-Z Reader
mechanism or any other mechanism in which the saccade onset is
triggered by some cognitive event at a level higher than simply
achieving a clear visual image. Because this is a low-frequency
stimulus pattern, its evaluation should be slow, and any cognitive
event depending on word identification will fail to occur. Thus, we
would expect that the durations of fixations would be increased
because the triggering event is delayed or missing. Figure 1 shows
frequency distributions of fixation durations for three conditions:
a control condition, the random letter condition, and a condition
in which wordlike units are removed by replacing spaces with let-
ters (Yang & McConkie 2001; in press). The figure shows that if
fixations are long enough, the following saccade is indeed delayed.
However, nonwords have very little effect on saccade onset time
(that is, the experimental condition curve is similar to that of the
control condition) until 175 msec after the onset of the fixation;
and many fixations after that appear unaffected. A large propor-
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Figure 1 (McConkie & Yang). Fixation duration frequency dis-
tributions for people reading under three conditions defined by
the nature of the text present during critical fixations: Orig+ (orig-
inal text with spaces: control condition), Rand+ (letters replaced
by random letters, but with spaces remaining in the text), and
Orig— (original text but with spaces replaced by letters). Data
from Yang & McConkie (in press).

tion, perhaps even a majority, of saccades occur at their normal
time regardless of whether the text consists of words. Further-
more, as Figure 1 shows, a large proportion of saccades occur at
their normal times even when there are no perceptual word units
to which to shift attention or direct saccades. While E-Z Reader
and other cognitive saccade triggering theories may expect a small
set of preprogrammed early saccades, it is unclear how they can
account for so many saccades occurring uninfluenced by such
aberrant stimulus patterns. Triggering a saccade must not depend
on word-based processes.

We have proposed an alternative explanation for saccade gen-
eration in reading, in which saccades are produced on a strategic
basis, not directly determined by the language processes (see also
Engbert & Kliegl 2001; Engbert et al. 2002). However, when pro-
cessing difficulty occurs, the saccadic system is inhibited, reduc-
ing the likelihood of saccade generation. The nature of the pro-
cessing difficulty determines the onset time and severity of the
inhibition, with a given saccade being delayed only if it has not oc-
curred by the time of the inhibition (a horserace model). Earlier
and strong inhibition delays more saccades, resulting in a longer
mean fixation duration. There is ample evidence that such au-
tonomous saccades are generated in situations requiring repeti-
tive or predictable eye movements (Basso & Wurtz 1997; 1998;
Fischer & Ramsperber 1984; Vitu et al. 1995). Our proposal sug-
gests that cognitive events inhibit saccades rather than triggering
them during reading. We do not rule out the possibility that in
reading, saccades can be triggered based on the guidance of cog-
nitive information, but evidence suggests that these saccades will
take much longer time to take place (Yang & McConkie, in press).

The primary strength of E-Z Reader is its ability to reproduce
many previously observed phenomena. However, if further re-
search confirms that its basic assumptions are incorrect, this may
raise questions about the value of this type of evidence — and raise
the interesting question of what the tests of E-Z Reader have ac-
tually been tests of. Much of the framework of the model could be
preserved while changing these basic assumptions, but would it
then be E-Z Reader? The future of this model will be interesting
to watch.
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The eye-movement engine

Wayne S. Murray

Department of Psychology, University of Dundee, Dundee DD1 4HN,
Scotland. w.s.murray @dundee.ac.uk
http://www.dundee.ac.uk/psychology/wsmurray/

Abstract: E-Z Reader fits key parameters from one corpus of eye move-
ment data, but has not really been tested with new data sets. More criti-
cally, it is argued that the key mechanism driving eye movements — a ser-
ial process involving a proportion of word recognition time — is implausible
on the basis of a broad range of experimental findings.

Reichle et al. provide an appealing, explicit, and, to a first approx-
imation, accurate model of eye-movement control. One problem
with being fully explicit is that it encourages nit-picking concern-
ing details of the formulation. But Reichle et al. do a pretty good
job of justifying the existence of, and appropriate values for, most
of their mechanisms and free parameters. However, it seems a ter-
rible pity that this model (and others) have been developed and
“tested” using a single, rather limited, corpus of data. A real test
involves setting parameters and then testing the model on another
corpus.

I will, however, focus here on whether the conceptual proper-
ties of E-Z Reader 7 seem appropriate, given what we know. Let’s
look at the engine that drives fixation timing in the model: a
process that serially identifies successive words in text. Or, more
specifically, a serial mechanism sensitive to some proportion of
that process. This is a constant (67%) for unpredictable words but
increases with predictability. In no case, however, is it greater than
the time required for word recognition. Nor does it ever encom-
pass the recognition — or even part thereof — of more than one
word. Partial or even complete recognition of a subsequent word
can proceed after that engine is engaged and while the gears drive
the saccade into motion, but these factors cannot influence en-
gagement of the engine.

How plausible is this? It leads to conclusions that appear to be
at variance with much of what we know about eye movements.
First, obviously, is the question of whether processing is strictly se-
rial. The authors concede that two “attention gradient” models
(SWIFT and GLENMORE) do a similarly good job of accounting
for critical phenomena. (To say that these models “fail” to account
for some phenomena that they have never attempted to model is
no damning criticism.) Others, I am sure, will point out the accu-
mulating mass of evidence pointing to the possibility of parafoveal
difficulty influencing fixation duration. Indeed, the authors point
to some of it themselves — while suggesting that it occurs only if
the task “isn’t quite reading.” I'll content myself with the observa-
tion that well-established, uncontroversial phenomena often
come and go across experiments that clearly involve “reading” (see
below). The same is true of parafoveal effects in “reading-like”
tasks: Murray and Rowan (1998; see also Murray 1998) found ef-
fects of the pragmatic plausibility of a yet-to-be-fixated word. The
effect was replicated by Kennedy et al. (in press), but not by
Rayner et al. (2003), using a different procedure. The effect was
also not replicated with the same procedure but differently struc-
tured items, by Murray and Clayes (1998). However, using the
same task, and items of the same structure as Murray and Clayes,
but differing semantics, Murray et al. (1999) found evidence for a
parafoveal pragmatic effect. It appears not to be either the task or
the items that drive it, but a complex interplay of these factors —
and possibly others. The same, as we will see, is true of other, less
controversial, effects. To dismiss effects as coming from “non-
reading tasks,” as the authors are inclined to do, appears to be
missing the point: The mechanism “normally” used for reading
(whatever that means) is just as likely to be applied to the pro-
cessing of a piece of text forming a paragraph, a line, a single sen-
tence, a phrase, or indeed any concatenation of words; and it is just
as likely to be applied when the task involves “understanding” a
piece of text, as when it is to decide if this text is the same as an-
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other. If this mechanism sometimes shows evidence of parafoveal-
on-foveal effects, that constitutes a priori evidence that such a
process is possible (but not always necessary) in normal reading,
just as we assume that syntactic or pragmatic effects sometimes
reflected in first fixation durations on a critical word reflect a part
of the normal reading process, despite the fact that such early ef-
fects are not always found.

Tt is no exaggeration to say that the time course of syntactic and
pragmatic effects can be frustratingly variable. Some investiga-
tors, in some experiments (e.g. Traxler & Pickering 1996), tend to
find them only “downstream” — in later measures, such as gaze du-
ration, regional reading time, or probability of regressions. Yet
other experiments demonstrate very early effects of the self-same
phenomena, sometimes on the duration of the first fixation falling
on the critical word. Two points are worth making: As mentioned
above, variability in the time-course of these phenomena (or the
fact that they sometimes show up in longer inspection times and
sometimes only as increased regressions) has never been used to
call into question the possibility of their (early) existence in nor-
mal reading. The second and more critical point is that early ef-
fects of this sort should not exist, according to E-Z Reader. It
should not be possible for syntactic or pragmatic factors to influ-
ence the duration of the first fixation falling on a word, but there
is plenty of evidence that they can (see Murray & Liversedge
[1994] and Murray & Rowan [1998] for examples, but also many
other studies).

When the engine that drives the saccade is 67% of word recog-
nition, how can the timing of that saccade be affected by the na-
ture of the syntactic or semantic combination of the identified
form of that word and other words in the text? Even adopting the
generous assumption that combinations of this sort start to be
computed before complete recognition of the critical word, is it
plausible that the consequences of that combination could then be
used, within the time frame envisaged, to drive the saccadic mech-
anism?

The authors state that they wish to begin to incorporate an abil-
ity to account for other established linguistic phenomena into E-
Z Reader. Tt is very difficult to see how results such as these could
be incorporated, and indeed they call into question basic assump-
tions regarding the engine. It seems that it is driven more variably
across tasks or texts, and sometimes by the properties of more than
one word.

On the perceptual and neural correlates of
reading models

Naoyuki Osaka

Department of Psychology, Graduate School of Letters, Kyoto University,
Kyoto 606-8501, Japan. osaka@psy.bun.kyoto-u.ac.jp
http://www.psy.bun.kyoto-u.ac.jp/~osaka/

Abstract: The current model appears comprehensive but is probably not
applicable to a writing system like Japanese, which has unspaced text, be-
cause the model is mainly based on English. The span size difference
(smaller for Japanese than for English) may be a result of high-level work-
ing memory-based attentional processing and not of low-level processing.
Further, neural correlates of the model are discussed in terms of central
executive function.

In introducing the E-Z Reader model of reading, Reichle et al. re-
viewed the models that explain “the interface between vision and
low-level aspects of language processing” (target article, sect. 1) in
terms of eye-movement control and visuospatial attention. My
first argument is based on the perceptual span and the second one
is based on neural correlates of the model. The current model ap-
pears comprehensive but is probably not applicable to a writing
system like Japanese, because the model is mainly based on En-
glish and other Roman alphabet-based script. Regarding percep-

tual span, for example, measured using the moving-window tech-
nique, the size of the span appears smaller for Japanese (about 3—
4 character spaces to the right of fixation: Osaka 1992; Osaka &
Oda 1994) than for English (about 14-15 character spaces to the
right of fixation: McConkie & Rayner 1975). Does this difference
in writing systems come from low-level eye-movement control or
high-level processing involving attentional dynamics? Moreover,
the model expects that the boundary of each word can be easily
separated by blank spaces, as in English; that is why Reichle et al.
hypothesize that the reader moves her/his eyes guided by the
spaces under oculomotor control, as shown in Figures 3 and 5.
However, writing systems like Japanese, Chinese, and other ori-
ental languages lack the blank spaces between words in the text
(causing a lower spatial frequency region, whereas languages like
English involve high spatial frequency); this might introduce dif-
ficulty in interpreting eye-movement control tactics in Japanese in
the same way as is done with English.

During eye-movement control while reading unspaced text, it
was found that the eyes land on the Kanji characters (logographic
symbols) more frequently than on Hiragana characters (phonetics
symbols) (cf. Kajii et al. 2001) for extraction of meaning during
reading. Furthermore, the systematic errors (SRE) estimated in
Equation 4 of the target article were derived from English read-
ers whose oculomotor systems “prefer” to make saccades that are
seven character spaces in length, according to Reichle et al. How-
ever, this value would be influenced by differences in writing style,
and most likely be different for different scripts, as described
above. An alternative possible tactic under cognitive control is that
the phonological loop in working memory determines when to
move the eyes in the text. The identification of the currently fix-
ated word may initiate the attentional spotlight (driven by phono-
logical loop) to move to the next word, which in turn initiates the
oculomotor system to begin programming a saccade to the next
word (Morrison 1984). Further, a longer word takes a longer time
to identify than a short word because the phonological loop takes
longer for the former during reading, which is explicitly shown as
parameter N in Equation 1. Therefore, the validity of a model ap-
plicable to a writing system without blank spaces might be ex-
pected to contribute toward a unified model of reading.

The second argument is based on the neural basis of visuospa-
tial attention. Reichle et al. speak of a “low-level of language pro-
cessing,” not “high-level,” when they refer to attention. However,
visuospatial attention is not likely to be “low-level.” Rather, it
might involve more “high-level” processing based on the execu-
tive function of the prefrontal brain. Regarding the neural corre-
lates of the model, the E-Z Reader model suggests an attentional
neural network in the region around the intraparietal sulci and an-
gular gyrus in the parietal brain; primary and extrastriate visual
cortex in the occipital brain, inferior temporal gyrus in the tem-
poral brain, and eye movement-related motor area (BA6 /8) in the
frontal brain, are just described in Figure 14. However, the cog-
nitive component of attentional control — that is, executive func-
tion, in the prefrontal region (i.e., BA 46/44/9 in the left brain),
other than the motor component — seems more closely related to
dynamic properties of visuospatial attention during reading. For
example, the length of the span that is influenced by the dynam-
ics of allocation of visuospatial attention appears to be increased
for subjects with high working memory, with efficient attentional
control, compared to that of subjects with low working memory
(Osaka & Osaka 2002). This suggests that eye-movement control
could also be influenced by attentional control by high-span sub-
jects; in other words, working memory plays an important role in
eye-movement control during reading.

Osaka et al. (2003) showed a strong functional connectivity be-
tween ACC (anterior-cingulate cortex) and left DLPFC (dorso-
lateral prefrontal cortex) for attention control during sentence
reading: They reported that subjects with high working memory
capacity (high reading span score) showed higher efficiency in
controlling attention than did low capacity subjects. This was con-
firmed by a “focus word” experiment performed subsequently
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(Osaka et al. 2002). Thus, it is likely that “higher-level” visuospa-
tial attention appears to control ()ptimal eye movement. Phono-
logical store and phonological loop (each assumed to be located in
the supramarginal gyrus and inferior frontal gyrus [Broca’s area
BA44], respectively) are subcomponents of the central executive
during sentence reading that could be “interfaced” with the cog-
nitive components of working memory. “Interfacing” refers, in my
opinion, to a resource-limited attentional mechanism with execu-
tive function (Osaka et al. 2003). Therefore, it is likely that the
phonological loop influences eye movements. These data suggest
that the eye movement might be influenced both by the writing
system and by individual working memory capacity.

Linguistically guided refixations

Jeremy Pacht

Department of Psychology, Glasgow University, Glasgow G12 8QB, United
Kingdom. jeremy @psy.gla.ac.uk

Abstract: I discuss evidence for direct linguistic control of refixations and
argue that the E-Z Reader models account of refixations requires elabo-
ration or revision.

What are the proximal causes of consecutive fixations on a word
in reading? Four suggestions have been advanced: (1) Refixations
may be due to oculomotor error in saccades targeted at another
word (e.g., McConkie et al. 1989; Pollatsek & Rayner 1990); (2)
Refixations may be guided by low-level, nonlinguistic information
such as word length (e.g., O’'Regan 1992a; Vergilino & Beauvillain
2000); (3) Refixations may reflect a trade-off between linguisti-
cally guided decisions to maintain fixation on the current word and
to move the eyes to another word (e.g., Henderson & Ferreira
1990; Pollatsek & Rayner 1990); (4) Refixations may be linguisti-
cally guided movements targeting another region of the word
(Hyoni & Pollatsek 1998; Pynte 1996). The E-Z Reader model al-
lows for only the first two of these possibilities, although the model
can account for some of the evidence of linguistic influence on re-
fixation patterns indirectly. This is because the model supposes
that dumb refixation decisions are less likely to win a race against
linguistically based decisions to saccade to another word when the
currently fixated word is (initially) easy to access.

Other evidence of linguistic influence on refixations is less easily
reconciled with the E-Z Reader model. One example is evidence
from Finnish that properties of a word’s morphemes affect refixa-
tion location (Hyoni & Pollatsek 1998). The difficulties posed by
this finding have been acknowledged in previous expositions of the
model, but Reichle et al. (1999) suggest that a homologous adapta-
tion of the current model, adopting the morpheme rather than the
word-form as the fundamental lexical unit, might be capable of ac-
commodating this result — in this case, linguistically guided word-
form refixations would be reconstrued as linguistically guided in-
termorphemic saccades. A similar finding, not mentioned in any
exposition of the E-Z Reader model, is Pynte’s (1996) demonstra-
tion (using polymorphemic French words) that refixations may be
preferentially directed to whichever region discriminates the word
from similar words of higher frequency.

Incidental findings T obtained in a reading experiment using the
boundary technique (Rayner 1975), pose further difficulties for
the E-Z Reader model. In the experiment, participants read
Dutch sentences for comprehension while their eye movements
were monitored. Each sentence contained a monomorphemic tar-
get word primed by a parafoveal preview of varying orthographic
similarity to the target word: The preview was either a higher fre-
quency orthographic neighbor (HFN) of the target word, over-
lapping with the target at all letter positions but one (e.g., spier-
spies), or an unrelated word preview, overlapping at zero letter
positions (e.g., jacht-spies). To guard against the possibility that
preview effects would be attributable to something other than the
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manipulated variable, the two preview groups were equated in
terms of predictability from the preceding context, number of syl-
lables and morphemes, word class, word frequency, summed bi-
gram frequency, neighborhood size, number of higher frequency
neighbors, familiarity, age of acquisition, imageability, polysemy,
and (because the Dutch orthography is highly transparent) regu-
larity. In addition, launch site distributions and the distributions
of landing sites on the target word did not differ as a function of
preview type. The primary aim of the experiment was to test pre-
dictions derived from the results of previous experiments, con-
cerning the interaction of perceptual and lexical factors in visual
word recognition. As expected, clear inhibitory effects of ortho-
graphic preview similarity were found in eye-movement measures
such as gaze duration and total time on the target word, once well-
known perceptual constraints were taken into account. The find-
ings have been reported at a number of conferences (e.g., Pacht
et al. 1999) and form the basis of a manuscript in preparation.

For present purposes, the most relevant findings concern the pat-
tern of preview effects on the first fixation of refixated target words
(FFR) and on target word refixation rates. Many studies have found
that target word processing may benefit from the availability of a
parafoveal preview sharing the first two or three of the target word’s
letters (for a review, see Rayner 1998). Consistent with these find-
ings, I found that FFR was facilitated by the HFN preview, pro-
vided that the HFN preview and target word overlapped at the first
2-3 letter positions (255 msec vs. 273 msec, F1(1,50) = 4.24, p <
05, F2(1,62) = 4.57, p < .05). The E-Z Reader model accounts for
this result (and other findings of preview benefit) by assuming the
HFN preview facilitated the initial phase of target word lexical ac-
cess (LI). By the same token, the model predicts planned refixa-
tions on the target word should have been canceled more often,
given the HFN preview, resulting in fewer refixations in that pre-
view condition. However, this was far from being the case: If any-
thing, there was a tendency for target words to be refixated more of-
ten, given the HFN preview (16% vs. 14%, Fs < 1).

A plausible account of these findings is that the HFN preview
initially facilitated target word access, by priming representations
or form-neighborhoods shared by the target, but subsequently in-
terfered with target word access by activating (or adding to the ac-
tivation of) its own higher-frequency lexical representation. The
initial facilitation elicited a relatively fast decision to move the eye,
while later-emerging lexical competition elicited a decision to fix-
ate the current word, which might be construed as the initial
“where” decision, or as a supervening “where” decision to main-
tain fixation or to refixate. Two implications for models of eye-
movement control in reading are that the execution of refixations
may follow execution of linguistically guided saccades (or at least,
“when” decisions), and that refixations may themselves be proxi-
mally (and not only indirectly) controlled by linguistic variables.
Both of these implications are at variance with the assumptions of
the E-Z Reader model.

In sum, while some refixations may be planned without refer-
ence to linguistic information, others appear amenable to direct
linguistic influence. I will close by suggesting one way in which my
findings might be reconciled with the E-Z Reader model. If refix-
ations are defined not as consecutive fixations on a word but as
consecutive fixations during which the current word is processed,
then according to the E-Z Reader model some refixations are in-
deed proximally controlled by linguistic variables and follow exe-
cution of linguistically guided “when” decisions. Specifically, the
immediate regressions, which the model assumes arise when an
intended interword saccade is executed before the current word
is fully accessed, may be viewed as refixations following on the
heels of a prior but improperly executed attempt to refixate. That
is, in such cases, the “intended interword saccade” is in fact in-
tended as a refixation at the moment the movement is executed.
This amounts to a proposal that in its labile phase, the interword
saccade destined for word, | may be modified in two ways. First,
as the current model allows, in cases where LI is completed on

word, _ ,, the saccade may be replaced by a saccade targeted on
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the following word; second, however, in cases where difficulty is
detected in accessing the current word, the saccade may be re-
placed by a saccade targeted on the same word. The model would
then posit two types of refixation, one driven only by low-level fac-
tors, the other guided by cognitive constraints.

Regressions and eye movements:
Where and when

Manuel Perea? and Manuel Carreiras®

aDepartament de Metodologia, Universitat de Valéncia, 46010-Valéncia,
Spain; ®Departamento de Psicologia Cognitiva, Universidad de La Laguna,
Campus de Guajara, 38205-Tenerife, Spain. mperea@uv.es
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Abstract: Reichle et al. argue that the mechanism that determines where
to fixate the eyes is controlled mostly by low-level processes. Therefore,
unlike other competing models (e.g., the SWIFT model), the E-Z Reader
model cannot account for “global” regressions as a result of linguistic dif-
ficulties. We argue that the model needs to be extended to account for re-
gressive saccades.

Two basic assumptions of the E-Z Reader model are that the
mechanism responsible for where to fixate the eyes is controlled
mostly by low-level processes, whereas the mechanism responsi-
ble for when to move the eyes is controlled mostly by cognitive
processes. Although the model accounts for fixation durations, re-
fixation/skipping probabilities, and initial landing positions in nor-
mal silent reading, it leaves regressive saccades unaccounted for.
Itis worth noting that a competing model, the SWIFT model (Eng-
bert et al. 2002), can capture both short- (local) and long-range
(global) regressions. Normal silent reading involves not only for-
ward saccades, but also a number of regressions back to the pre-
vious word(s) when readers experience some difficulties with lin-
guistic processing (or with oculomotor processes). Bear in mind
that regressions represent around 14% of saccades for adults (and
around 25% for children; Starr & Rayner 2001). The point we
raise here is that, in regressions, the signal of where to send the
eye does not seem to be controlled solely by oculomotor variables.
Instead, cognitive processes can signal where to fixate the eyes
next in order to resolve conflicting information from the text or to
finish processing partially encoded information. We present two
examples from recent research: one with sentences involving a tar-
get word with (or without) higher frequency neighbors (the neigh-
borhood frequency effect; “local” regressions) and the other with
sentences that include a mild garden path (“global” regressions).

Several eye movement experiments have shown that the num-
ber of regressions back to the target word in a sentence increases
when the target word has higher frequency neighbors (see Perea
& Pollatsek 1998; Pollatsek et al. 1999a). For example, in the sen-
tence “The store didn't sell Johns favourite [spice, sauce] any
more,” readers make more regressions back to the target word
spice than to the target word sauce. (Note that spice has space or
spite as higher frequency neighbors; sauce does not have any
higher frequency neighbors.) Under these conditions, the target
word may have been misidentified as the higher frequency candi-
date (space instead of spice) or, alternatively, the higher frequency
neighbor could have slowed down the final stage of lexical pro-
cessing (e.g., in an interactive activation system). This actually pro-
vokes an increased number of regressions back to the target word
for words with higher frequency competitors. In the E-Z Reader
model, the signal that word recognition is imminent (L1 stage)
causes the preparation of the saccadic movement on the word |
before lexical access (L2 stage) is completed. A regressive saccade
may occur when the L2 stage is long and the reader is still pro-
cessing the target word. In that case, the target of this saccade is
the difficult-to-process word . Thus, the E-Z Reader model, de-
spite not having a specific mechanism for regressive saccades, can

predict the presence of these “local” regressions as a special type
of refixation. It is important to note that the SWIFT model (Eng-
bert et al. 2002), which borrows the two word identification stages
from the E-Z Reader model, can also capture these local regres-
sions as a result of incomplete lexical processing.

The E-Z Reader model can accommodate short, local regres-
sive saccades as a special type of refixations. But what about global
regressive saccades? Are they simply triggered by high-level
processes blindly, in the sense that they do not indicate exactly
which part of the sentence the eyes should be directed to? This
does not seem to be the case. The pattern of regressive eye move-
ments while reading mild garden-path sentences strongly suggests
that readers perform an overt selective reanalysis process (see
Meseguer et al. 2002). This process seems to direct the regressive
saccade to specific points of the sentence in which relevant infor-
mation can be picked up (see also, Kennedy et al. 2003). In other
words, the reader’s eye seems to be intelligently led to the critical
part of the sentence. In the E-Z Reader model, only one word can
be attended to at a time, and the model has no straightforward
means to redirect the eye to the relevant area of the information
in the sentence. (These regressive saccades are beyond the scope
of the current implementation of the model.) One possible way to
accommodate these regressions is to assume that readers have ac-
cess to some form of spatially coded information (Kennedy 2001).
Alternatively, in the framework of a “guidance by gradient” model
(i.e., more than one word can be attended to at a time) like
SWIFT, it is possible to send the eye back to the critical point of
the sentence where the reader experienced some linguistic diffi-
culties (global regressions; see Engbert et al. 2002, Fig. 7).

Therefore, one challenge of a sequential attention-shift model
like the E-Z Reader is to specify in detail how regressions are made
without violating the “when/where” principle. We agree with Re-
ichle et al. that it may be difficult to make precise predictions in
parsing experiments. However, inclusion of an explicit mechanism
for regressions is not an obstacle. As stated above, the SWIFT
model captures the presence of global regressive saccades by as-
suming that the gradient of attention is not confined to individual
words, but rather, to a wider attentional window. We should also
note that this issue may be linked to the fact that readers seem to
extract information from more than a word at a time (see Inhoff et
al. 2000). Whether these are critical limitations for attention-shift
models (note that these models can be considered extreme cases of
“guidance by gradient” ones) is a matter for future research.
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Abstract: E-Z Reader achieves an impressive fit of empirical eye move-
ment data by simulating core processes of reading in a computational ap-
proach that includes serial word processing, shifts of attention, and tem-
poral overlap in the programming of saccades. However, when common
assumptions for the time requirements of these processes are taken into
account, severe constraints on the time line within which these elements
can be combined become obvious. We argue that it appears difficult to ac-
commodate these processes within a largely sequential modeling frame-
work such as E-Z Reader.
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In this commentary, we address three aspects that are relevant for
the time line of word processing and eye-movement control in
continuous reading: (1) the time it takes to lexically process a
word, (2) the reprogramming time needed to alter the amplitude
of asaccade, and (3) the question of whether “attention shifts” may
also take time to be prepared and executed.

(1) Sereno et al. (1998) found in event related potential (ERP)
studies on single-word recognition that N150 responses are sensi-
tive to differences in word frequency. The responses for low and
high frequency words start to diverge at about 130 msec, provid-
ing an indication for the minimal time required for any substan-
tial lexical analysis. This roughly corresponds with the figure given
in the target article “that the mean time needed to identify the
word ‘the’ (the most frequent word in English text) when it is cen-
trally fixated and in a completely predictable context is 148 msec”
(sect. 3.1.2, last para.). In this specific case the time for L, is as-
sumed to be zero, hence 150 msec is the time needed for L, un-
der the most favourable circumstances.

(2) Looking at the other end of the time line, the question arises:
How long, minimally, does it take to program or reprogram a sac-
cade to a specific target word? This question can be discussed on
the basis of the findings from the so-called double-step paradigm
(Becker & Jiirgens 1979), which have laid the foundation for the
distinction between a labile and a nonlabile stage of saccade
preparation (Morrison 1984). In a typical double-step experiment,
a fixation target is shown at an eccentric location and, before a sac-
cade can be executed, a second target is presented while the first
disappears. Depending on the size and direction of the second tar-
get step, two basically different types of responses can be observed
(Ottes et al. 1984). In the first, averaging mode, there is a contin-
uous transition of the primary saccade amplitude from landing po-
sitions near the first target to positions close to the second target.
This amplitude transition is a function of the available repro-
gramming time between the occurrence of the second target and
the execution of the primary saccade. Importantly, the critical
temporal window for saccade modification closes at 70—90 msec
before saccade execution. The second response mode is charac-
terized by bistable responses, which can be observed when the dis-
tance between the two stimuli is large or the direction of the sac-
cade needs to be changed. In this case, landing positions of
primary saccades cluster at both target locations. The succession
of progressive saccades in reading appears consistent with the av-
eraging response mode (note that sentences with regressions are
removed from the data base E-Z Reader is tested with), suggest-
ing that the absolute minimum time for the nonlabile stage of sac-
cade programming is 70 msec. Alternatively, interpreting the non-
fixation of words (skipping) in analogy of a bistable response mode
would be consistent with the fixation duration on the origin word
being increased (see below). In this response mode, the minimum
reprocessing time is assumed to be 120 msec (see Deubel et al.
2000 for further detailed discussion).

Empirically, the question of whether fixation durations before
word skipping are inflated is under dispute. It appears that some
studies have found this effect and others have not. Critically,
Radach and Heller (2000), in addition to reanalysing a sentence
reading experiment, examined a very large corpus of reading data.
Carefully controlling for factors like the fixation pattern on the ori-
gin word and launch site relative to the target word, they found no
evidence in favour of such a phenomenon. It may thus appear pre-
mature to list the effect in Table 1 of the target article. Reichle et
al. have noted with respect to the Glenmore model by Reilly and
Radach (2003a) that “it remains an open question as to whether
the model can predict the costs that have been observed for skip-
ping” (target article, sect. 4.6). It is true that the phenomenon
would not fit well with the mechanics of Glenmore. However,
given the present state of affairs, we see no need to account for it
in the model and look forward to seeing how the empirical debate
on the issue will develop.

(3) We are in sympathy with the addition of a preattentive pro-
cessing stage to the architecture of E-Z Reader and welcome the
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clear separation of visual selection for the purpose of saccade gen-
eration from selection preceding cognitive (lexical) processing
(see Schneider & Deubel 2002 for a recent discussion in a more
general context). Specifically, Reichle et al. reserve the term “at-
tention” for “the process of integrating features that allows indi-
vidual words to be identified” (sect. 3.1.3). In the description of
the model, the authors have asserted many times that attention
shifts from word to word as a result of completing lexical access.
This raises a fundamental question. If the shifting constitutes a
movement of attention, would this movement itself not need to be
programmed, and would its preparation and execution not take a
certain amount of time? If the answer to this question is that the
shifting is merely equivalent to starting the lexical processing of a
new word, then using the term attention in this context becomes
rather meaningless. If however, the shift is seen as an obligatory
stage that constitutes a precondition for the start of linguistic pro-
cessing, then this process will have a latency and it will need time
to be executed. Indeed, this is a major issue in the attention liter-
ature. The respective time interval is often referred to as atten-
tional dwell time, and usual estimates of its duration are on the or-
der of at least 50 msec (Duncan et al. 1994; Treisman & Gelade
1980).

Together, these considerations imply the following constraints
to a tentative time line: Take 130 msec as a conservative estimate
for the duration of L, on word,, and 70 msec as a conservative es-
timate for the minimal duration of the non-labile stage of saccade
programming. Given a fixation duration of 250 msec, the summed
duration of these two stages in a sequential time line leaves a time
of only 50 msec for all remaining processes. In the case of skip-
ping word , , this time would have to include the attention shift
to n+1, the completion of some lexical processing (L,) of this
word, and the reprogramming of a saccade to word,__ ,. Given the
commonly observed phenomenon of skipping words that are rel-
atively difficult to process, it is hard to conceive a scenario such as
in Figure 5C of the target article, where word___, becomes the tar-
get of the next saccade after less then 150 msec. Finally, in the case
depicted in Figure 5B where word, _ , becomes the target of the
saccade after less than 100 msec, the question arises how this pat-
tern could have emerged in the computational implementation of
E-Z Reader. In any case, it appears incompatible both with the
verbal description of the model and the time line constraints dis-
cussed above.

E-Z Reader 7 provides a platform for
explaining how low- and high-level linguistic
processes influence eye movements

Gary E. Raney

Department of Psychology, University of lllinois at Chicago, Chicago, IL
60707. geraney @uic.edu www.uic.edu/~geraney

Abstract: E-Z Reader 7 is a processing model of eye-movement control.
One constraint imposed on the model is that high-level cognitive processes
do not influence eye movements unless normal reading processes are dis-
turbed. T suggest that this constraint is unnecessary, and that the model
provides a sensible architecture for explaining how both low- and high-
level processes influence eye movements.

Reichle et al. describe E-Z Reader 7 as a processing model of eye-
movement control in reading. This reflects the assumption that
ongoing cognitive processes influence when and where the eyes
are moved. Despite this assumption, Reichle et al. make the
strong claim that “higher-order processes intervene in eye-move-
ment control only when ‘something is wrong’” (sect. 3.1). The jus-
tification for this claim is that the process of integrating
semantic and syntactic elements of a text occurs too late in the
processing stream to influence decisions about when and where
to move the eyes. This claim seems inconsistent with the word
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identification process within E-Z Reader 7, and, if anything, un-
derstates the capabilities of the model. Here I discuss what I be-
lieve is a minimized strength of E-Z Reader 7, namely, that the
model provides a natural framework for explaining how high-level
cognitive processes influence eye-movement control. T begin by
addressing the question: What is a high-level process? I then dis-
cuss how high-level processes might be explained within E-Z
Reader 7.

What constitutes a high-level process is partly an issue of defi-
nition. High-level processes may be defined as processing based
on information not contained within the lexical representation of
aword. This is similar to the description of top-down processes in
models of word processing (e.g., McClelland & Rummelhart
1981). Note that E-Z Reader 7 includes predictability as an ele-
ment of word identification. Processes based on word pre-
dictability qualify as high-level processing in the sense that pre-
dictability accumulates across words and sentences. Monitoring
predictability to enhance word identification appears to be a nor-
mal component of reading. I suspect that Reichle et al. would
agree given that the predictability is a component of both the L,
and L, stages of word identification in E-Z Reader 7. Based on the
above definition, predictability represents an example of high-
level information that directly influences eye-movement control
during normal reading. Therefore, the conclusion that high-level
processes influence eye movements only when “something is
wrong” seems inconsistent (and unnecessary) with the structure
of the model.

High-level processes may also be defined as based on later-oc-
curring semantic processing, thereby excluding early-occurring
visual processing. Determining whether high-level processes oc-
cur too late in the processing stream to influence eye movements
becomes a critical issue. Although there is evidence for many high-
level processes being slow, in the sense that they occur in late
stages of word processing or even after a problematic word has
been read (e.g., the garden path sentences used by Frazier &
Rayner [1982]), there is growing evidence that high-level pro-
cesses can influence early stages of word identification (Morris
1994; Sereno 1995; Wiley & Rayner 2000). This evidence again
calls into question the necessity of the claim that high-level
processes do not influence eye movements unless something goes
wrong. My purpose here is not to resolve this definition issue but
to suggest that Reichle et al. might be constraining their model
unnecessarily. An untapped strength of E-Z Reader 7 is that it pro-
vides a transparent (i.e., definable) architecture for explaining
how high-level processes influence eye movements (at least the
decision of when to move the eyes). This contrasts with other
models in which the architecture is not always transparent (such
as, how hidden layers operate in connectionist models). Thus, my
criticism of E-Z Reader 7 is that the architecture of the model is
not fully utilized. Below I provide two examples of how the model
may be applied.

Including a two-stage word identification system provides a nat-
ural architecture for separating the locus of low- and high-level
processing influences on eye movements. Recent studies from my
own lab support this conclusion. In one study (Raney et al. 2000),
I recorded subjects” eye movements while they read a text once
and then read either the same text a second time or a paraphrased
version of the text. Paraphrases were created by replacing words
with synonyms. For identically repeated target words, both first
fixation duration and gaze duration were reduced during the sec-
ond reading. For synonyms, only gaze duration was reduced dur-
ing the second reading. For synonyms, early-occurring ortho-
graphic processing was not facilitated whereas later-occurring
semantic processing was facilitated. This makes sense because no
()rth()graphic repetition occurs for synonyms, but semantic repe-
tition does occur. In terms of the E-Z Reader model, the results
for synonyms reflect no facilitation of the L, stage of word identi-
fication, but facilitation of the L, stage (a reduction in gaze dura-
tion, which reflects more later-occurring processes than first fixa-
tion duration).

In a similar study (Raney et al. 1996), fluent and nonfluent bilin-
guals read a text in one language and then reread either the same
text or a translation. Embedded in the texts were cognate and
noncognate target words. For fluent bilinguals, fixation durations
were equivalent for cognates and noncognates during the second
reading. For nonfluent bilinguals, fixation durations were shorter
for cognates than for noncognates during the second reading. The
low-level benefit of repeating the orthographic form (for cog-
nates) interacted with high-level processes associated with com-
prehension level (fluency). These findings also map onto the
model. Specifically, only semantic processes influenced fixation
duration for fluent hilinguals (L,), but both orthographic (L) and
semantic processes (L,) influenced fixation duration for nonfluent
bilinguals.

To summarize, Reichle et al. describe E-Z Reader 7 as a pro-
cessing model of eye-movement control. One constraint they im-
pose on the model is that high-level cognitive processes do not in-
fluence eye movements unless normal reading processes are
disturbed. This constraint makes the model conservative regard-
ing what forms of information are allowed to influence eye move-
ments. My own view is that there is enough evidence that high-
level processes influence early and late stages of eye movements,
for models of eye-movement control to incorporate these pro-
cesses. E-Z Reader 7 provides a sensible architecture for explaining
how high-level processes influence eye movements. Constraining
the impact of high-level processes reduces the explanatory power
of the model.
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Abstract: As the number of computational models of eye-movement con-
trol in reading increases, so too will their coverage and complexity. This
will make their comparison and testing increasingly challenging. We argue
here that there is a need to develop a methodology for constructing and
evaluating such models, and outline aspects of a possible methodology.

In recent years, research on eye movements in reading has made
substantial progress. A key new development in the field is the
emergence of computational models of eye-movement control
during reading. The target article is a timely evaluation of this
branch of reading research. The modeling principles and algo-
rithms that different computational models embody reflect the
theoretical viewpoints of their authors. In the case of E-Z Reader,
sequential lexical processing is proposed as the obligatory trigger
for the generation of all eye movements made in normal reading.

In contrast, Reilly and O’'Regan (1998), following the theoreti-
cal framework developed by O'Regan (1990), demonstrated that
a good account for the positioning of fixations in reading can be
achieved by using a set of rather simple oculomotor heuristics. We
believe that both of these positions have their merits and can ac-
count for important aspects of eye behaviour during reading. On
the other hand, both approaches also have serious limitations.
Therefore, the question of interest is not whether eye movements
are determined by visuomotor factors or by linguistic processing,
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but to what degree these two factors are involved and how they in-
teract.

Recent modeling work by Engbert and Kliegl (2001) and Reilly
and Radach (2003a) can be seen as attempts at reconciling these
two views of the reading process. As things stand, however, all cur-
rent computational models of eye-movement control in reading
deal with the process at a relatively shallow level. As pointed out
in the target article, one of the real challenges for the next gener-
ation of models will be to broaden their coverage to include cog-
nitive and linguistic factors. Unfortunately, as models become
more complex, their comparison will become more problematic.
The main point of this commentary, therefore, is to make the case
for the development of a methodology for the comparison of com-
putational models of eye-movement control in reading.

Our methodological proposals fall under three headings: (1) the
facilitation of the comparison of the structural and functional as-
sumptions of competing models; (2) the grounding of models in
the neuroscience of vision and language; and (3) the establishment
of data sets for model comparison and benchmarking. With regard
to the comparison of the structure and function of models, this
could be facilitated by using a common implementation frame-
work comprising a set of reusable software components (Schmidt
& Fayad 1997). In software engineering terms, a framework is a
reusable, “semicomplete” application that can be specialised to
produce particular applications or, in this case, particular models.
The components would need to be fine-grained enough to ac-
commodate the range of model types and model instances de-
scribed in the target article. If one could develop an acceptable
and widely adopted modeling framework, it would be possible to
establish a common basis on which to implement a variety of mod-
els. This would make the models more directly comparable not
only in terms of their ability to account for data, but also in terms
of their underlying theoretical assumptions. The modeling envi-
ronment could provide a semi-formal language with which a
model’s structures and processes function could both be unam-
biguously articulated. This would aid the task of both designing
the models and communicating the design to other researchers.

Functionalist computational models, of which E-Z Reader is an
excellent example, are inherently underdetermined in terms of
their relationship to the brain mechanisms that underlie them.
For example, one could envisage a family of E-Z Reader-like mod-
els with quite different combinations of parameters and/or param-
eter values that would be capable of providing an equally good fit
to the empirical data (e.g., Engbert & Kliegl 2001). One way to re-
duce this lack of determinism is to invoke a criterion of biological
plausibility when comparing models. We agree with the authors
that there is an increasingly rich set of data emerging from the
field of cognitive neuroscience which could be used to augment
the traditional behavioural sources of constraint on computational
models. We believe that models of reading can no longer avoid
scrutiny from this perspective. Another, not unrelated, factor in
assessing competing models is to take due account of the evolu-
tionary context in which our vision system evolved. Because it
evolved for purposes quite different from reading, we need to be-
ware of too-easy recourse to arguments of parsimony, particularly
when they are couched solely in terms of the reading process it-
self. A model with the minimum of modifiable parameters may be
parsimonious on its own terms but fail the test of biological real-
ism when compared with, say, a model that comprises an artificial
neural network with many hundreds of adjustable parameters.
While evolution is parsimonious in the large, when we look at
brain subsystems in isolation, such as those involved in reading,
we need to be careful how we wield Occam’s razor.

Finally, the issue of appropriate data sets with which to test and
compare computational models of eye-movement control needs
closer attention than has been given to date. The Schilling et al.
(1998) data set used to parameterise and test E-Z Reader and sev-
eral other models discussed in the target article is not particularly
extensive. A good case can be made for establishing a range of
publicly accessible data sets against which any proposed model
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can be tested. This would be similar to what has been done, for
example, in machine learning, in data mining, and, most notably,
in the field of language acquisition (MacWhinney 1995). Further-
more, the corpus of benchmark data should be extended to in-
clude a variety of languages, alphabets, and scripts. The more suc-
cessful models will be those that can readily generalise beyond just
one language and one writing system.

Eye-movement control in reading:
Models and predictions

Eyal M. Reingold

Department of Psychology, University of Toronto, Toronto, Ontario M5S 3G3,
Canada. reingold@psych.utoronto.ca
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Abstract: It is argued here that a critical prediction of the E-Z Reader
model is that experimental manipulations that disrupt early encoding of
visual and orthographic features of the fixated word without affecting sub-
sequent lexical processing should influence the processing difficulty of the
fixated word without producing any processing effect on the next word.
This prediction is explained and illustrated.

In the target article, Reichle et al. introduce a comprehensive
framework for evaluating models of eye-movement control dur-
ing reading. The authors also provide an updated version of the E-
Z Reader model (Reichle et al. 1998; 1999) and argue that the
qualitative and quantitative predictions that follow from this
model closely match empirical findings concerning a wide range
of reading phenomena. Consequently, they contend that the new
version of their model, E-Z Reader 7, constitutes the best avail-
able computational framework for modeling eye-movement con-
trol during reading. The purpose of this u)mmentdrv is to derive
and illustrate a critical and as yet untested pred1ct10n that is
unique to the E-Z Reader model. The proposed empirical strat-
egy is illustrated in Figure 1 and will be outlined below.

As illustrated in Figure 1, three core aspects of the E-Z Reader
model are central to the present proposal: (1) The E-Z Reader
model introduces a distinction between two stages of lexical pro-
cessing: an early lexical processing stage corresponding to the ex-
traction and identification of the orthographic form of the word
(L,), and a late stage involving access to the phonological and se-
mantic forms (L,); (2) the programming of a saccade to the next
word (word, | ) is initiated followmg the completion of L, of
word_; and (3) parafoveal preview of word | begins f()HoWlng the
completion of L, of word . Therefore, according to the E-Z
Reader model, variation in the duration of L, of word —¢(L,) —
critically determines the duration of pdrdfovedl prewew of
W()I'dn+ 1

As shown in Figure 1, the duration of the parafoveal preview of
word__ ; equals the duration of the interval between the initiation
and execution of the saccade to word, , ; minus #(L,) of word . In
the current implementation of the E-Z Reader model two vari-
ables, word frequency and contextual constraint or predictability,
influence the duration L, of word  and consequently should also
control the duration of the parafoveal preview of word, _ , and the
magnitude of any benefit when word,__ | is later fixated (e.g,
shorter fixations on word, , ,, greater probability of skipping
word, ). Consistent with this prediction, greater parafoveal pre-
view benefit on word,__ | has been demonstrated when word _ is a
high frequency word (Henderson & Ferreira 1990; Kennison &
Clifton 1995) and when word, | is highly predictable from the pre-
ceding text (Balota et al. 1985). These findings are typically taken
to suggest that as the difficulty of foveal processing increases,
parafoveal preview benefit decreases.

However, the E-Z Reader model dictates more precise infer-
ences concerning any effects of experimental manipulations of the

characteristics of word,, on the subsequent processing of word, _ |
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The friends went to the market| yesterday
The friends went to the bazaar,yesterday
Contextual Constraint I

The nurse talked to the doctoriabout John
The niece talked to the doctor;about John

\Variables expected to influence stage 1, but not stage 2:
stimulus Quality Wordn iWordn+1
They talked about their future strategy
They talked about their future istrategy
Case Alternation i

They TaLkEd about their futureistrategy
They talked about their FuTuRe strategy

Figure 1 (Reingold). ~An illustration of the core assumptions of the E-Z Reader model and the methodology proposed for testing this
model. The completion of the first stage of lexical processing (L,) of word (W, ) signals the oculomotor system to begin programming
a saccade to word (W ). On the average, the duration prior to the execution of this saccade (i.e., the saccadic latency) is equiva-
lent to a constant replesentlng the mean duration of two saccadic programming stages (¢[M ] + t[M,]). The duration of the parafoveal
preview of word, | equals the duration of this saccadic latency minus the duration of the second stage of lexical processing #(L,) of word,,
({{M,] + t[M,]-t[L,]). Consequently, experimental manipulations that are expected to influence stage 1 of the lexical processing of
word_, but not stage 2 (e.g., stimulus quality, case alternation), are predicted to affect the fixation duration on word  without influenc-
ing the duration of the parafoveal preview of word__ . In contrast, experimental manipulations that are theorized to influence both stages
1 and 2 of the lexical processing of word, (e.g., word frequency, contextual constraint) have been shown to influence both the fixation

duration on word  and the parafoveal processing of word__ .
n n+1

(i.e., parafoveal preview effects or spillover effects). Specifically, cordingly, a disruption early in the word recognition system when
such effects on word, | are predicted if and only if an experi- visual features are encoded and abstract letter identities are com-
mental variable influences L, of word . This has two vital impli- puted should be expected to influence L, but not L,. Two ma-
cations for the empirical thdatlon of the E-Z Reader model. nipulations that are generally believed to dlsmpt edrly encoding
First, variables other than frequency and predictability, such as of visual features are illustrated in Figure 1: stimulus quality (for
syntactic difficulty, that have been shown to modulate the magni- areview see Borowsky & Besner 1993) and case alternation (for a
tude of the parafoveal preview benefit (Henderson & Ferreira review see Mayall et al. 1997). However, it has been recently sug-
1990) can be inferred to influence the duration of L,, suggesting gested that unlike the former, the latter variable may also influ-
possible extensions to the E-Z Reader model. Second and more ence post-encoding lexical processing (Herdman et al. 1999) or at-
important, variables influencing L, but not L, of word, , while tentional processing (Mayall et al. 2001). It is important to note
modulating the difficulty of the lexmdl processing of word should that the description of the manipulations of stimulus quality and
not affect the magmtude of any processing benefit when \VOld - case alternation is meant to merely illustrate, rather than exhaus-
is later fixated. This marks a clear departure from the hypothesis tively detail, the potential value of the proposed research strategy
that a substantial increase in the difficulty of foveal processing in- for the of study eye-movement control during reading in general,
variably results in a decrease in the parafoveal preview benefit and the empirical validation of the E-Z Reader model in particu-
(Henderson & Ferreira 1990). lar.

I argue here that searching for variables that influence the pro-
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Abstract: Although the E-Z Reader model accounts well for eye-tracking
data, it will be judged by new predictions and consistency with evidence
from brain imaging methodologies. The stage architecture proposed for
lexical access seems somewhat arbitrary and calculated timings are con-
servatively slow. There are certain effects in the literature that seem in-
compatible with the model.

The E-Z Reader model is successful in handling a number of eye-
movement phenomena that have been observed during reading.
It fares better than other models, although it is not strikingly bet-
ter than, for example, Glenmore or SWIFT. Notably, there is no
comparison across models concerning the functional assumptions
about attention shifts or the plausibility of neural mechanisms. Tt
is unlikely that eye-tracking alone and changing parameters of the
E-Z Reader model will validate these assumptions. The model has
some limitations in its empirical and theoretical justifications (e.g.,
separation of word identification into two stages, separation of the
attentional shift from eye-movement programming), has ques-
tionable time frames, and has difficulties with some observations
(such as fixation time and word length).

The stage distinction of word identification is crucial to the
model because completion of Stage 1 (access to orthographic
form) drives the oculomotor system to program the next saccade,
while completion of Stage 2 (access to phonological and semantic
forms) shifts the spotlight of attention to the next word. A discon-
nection with independently verifiable temporal estimates for
word processing beyond eye-movement measures is a limitation.
The danger here is that in setting out to establish a model of eye-
movement control, the result may be a model of eye-movement
experiments. In the end, a theory of reading will draw on our
knowledge of the temporal flow of information across visual and
higher-order brain areas, beginning with the first afferent volley
that reaches frontal cortex 80 msec post-stimulus and continuing
through the top-down feedback loops, which modulate further
processing in sensory areas (e.g., Foxe & Simpson 2002). Dense-
mapping event-related potential (ERP) and magnetoencephalo-
gram (MEG) recordings provide the requisite spatiotemporal
granularity necessary to trace the network of cortical activations
millisecond by millisecond. Such research has consistently pushed
back estimates of when lexical access, semantic, and top-down
contextual effects are first manifest (e.g., Pulvermiiller et al. 2001;
Rousselet et al. 2002; Sereno et al. 1998; 2003). Assumptions
about the temporal course of lexical access should incorporate
such finer-grained analyses and use them to test specific predic-
tions that emerge from imputed discrete stages.

One concern about the E-Z Reader model relates to the role of
attention. The model decouples saccadic programming from cer-
tain shifts of attention. That is, saccadic programming to word |
begins after the first stage of lexical processing, but an “attention
shift” occurs only after a second stage, when the attended word
has been identified. However, the authors then explain that they
are not talking about spatial attention (i.e., attention to spatial ori-
entation), but rather, about attention to “feature,” as spatial atten-
tion shifts with saccade programming (cf. Sereno 1996). Specifi-
cally, they argue that only when an attended word has been
identified will attention “shift” to the next word (meaning a shift
in some feature space or “analyzer selection”). However, much
work in both behavioral studies and physiology has shown that spa-
tial attention improves sensitivity to features at the spatially at-
tended location (e.g., Reynolds et al. 2000; Yeshurun & Carrasco
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1998). By artificially separating spatial attention from attention to
features, it is not clear or “E-Z” to see how features would be kept
separate for proper integration, much less how enhanced stimu-
lus processing from two spatially separate regions is handled in a
“strictly serial fashion.”

Another concern about the model arises from the implications
of its various specifications. For example, Equation 1 can be used
to calculate fixation time with regard to word length and fixation
location. Given a central fixation point, fixation times for 3-letter
and 13-letter words are 95 msec and 115 msec, respectively. It
seems implausible that such disparity in word length amounts to
only a 20 msec cost in processing. Furthermore, the division of lex-
ical access into two discrete stages seems rather arbitrary: From
stage 1 to stage 2, frequency steps down from full to half strength
while predictability steps up from half to full strength. Even if one
assumes this captures the totality of lexical processing, it would be
more parsimonious and neurologically valid to express the decay
and growth of these factors as graded functions over time within
a single stage. Nonetheless, by summing 90 msec of early visual
processing (apparently not accounting for differences in word
length) with Stages 1 and 2 (Equations 2 and 3), “word identifica-
tion time” can be calculated given a word’s frequency and pre-
dictability. For words that differ substantially in frequency (5 vs.
150 per million) but only slightly in predictability (0.4 vs. 0.6 cloze
probability), the resulting times are somewhat vexing: The size of
the frequency (34 msec) and predictability (39 msec) effects are
comparable, a result that is at odds with the literature in which
more robust effects are evident for frequency. In the model, word
identification times begin at 148 msec (highest frequency and pre-
dictability) and extend to 432 msec (lowest frequency and pre-
dictability), a range of 284 msec. However, given that the saccadic
programming duration of 240 msec commences at the end of
Stage 1 of access and that the longest time to complete Stage 2 is
114 msec, programming duration will always subsume that of
Stage 2. Summing Stage 1 and saccadic programming times
(across all conditions of frequency and predictability) presumably
yields fixation times and these extend from 388 to 558 msec, a
range of only 170 msec. Such times seem debatable both in terms
of their inflated duration and lack of variability in comparison to
fixation times in reading.

Finally, the model seems unable to account for various effects
within the literature. Some of these include the interactions of fre-
quency and predictability and of frequency and spelling — sound
regularity (e.g., Sereno & Rayner 2000). Also, the “fast priming”
eye-movement literature has shown that activation of phonologi-
cal, semantic, and contextual information occurs very early in lex-
ical processing (Rayner et al. 1995; Sereno 1995; Sereno & Rayner
1992). In a final example, the authors simulate certain lexical am-
biguity effects by asserting that the subordinate sense of a (high-
frequency) ambiguous word can be treated like a low-frequency
word (cf. Sereno et al. 1992). While the word’s meaning is of low
frequency, its orthographic form is not. And though early access
to word meaning may very well drive eye movements, this violates
a basic assumption of their model.

We recognize that alternative methods of investigating the time
course of semantic processing or the spatiotemporal allocation of
attention, such as ERPs or cuing experiments, while offering
greater control and finer-grained results, are handicapped with re-
spect to normal reading. However, models of normal reading also
make assumptions about lexical access and attention not readily
revealed by eye-movement data. The task for the future is to in-
tegrate data from complementary, neurally based methodologies.
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Abstract: We argue that models of reading should be based on anatomi-
cal reality, namely, the fact that both eyes are used in reading; and the ob-
servation that the human fovea is precisely vertically split, and projects
each half of a fixated word to the contralateral hemisphere.

Although E-Z Reader very effectively organizes a complex litera-
ture and has the advantages of an implemented model, we take is-
sue with it for being grounded at a functional level of description.
The best starting point for modeling reading and visual word
recognition is with the anatomical givens. In a series of statistical
and connectionist simulations, we have shown the productivity of
incorporating the fact that the human fovea is precisely vertically
split and initially projects each part of a fixated word to the con-
tralateral hemisphere (Monaghan et al. 2003; Shillcock et al.
2000). When this anatomical fact is incorporated into a computa-
tional model of the reading of isolated words, a range of behaviors
emerges — from those core behaviors captured by the different de-
velopments of Seidenberg and McClelland’s (1989) triangle
model (with various versions of its abstract orthographic input),
through to behaviors that are either problematic for the triangle
model (such as Coltheart & Rastle’s [1994] demonstration of ap-
parent serial processing in word naming), or are currently outside
its scope (such as laterality effects in reading). We argue that the
initial division of a fixated word between the two hemispheres
goes on to condition the normal reading of that word; there is no
early, seamless integration of the contents of the visual cortex in
the two hemispheres, as implicitly assumed in most models of vi-
sual word recognition. Reichle et al.’s Figures 13 and 14 suggest a
unidirectional, cascaded flow of information processing, from
lower/peripheral levels to higher/central levels, consequently
transcending the initial splitting of the word. However, recurrent
connectivity is pervasive in the brain; the fixated word is precisely
split between the two primary visual cortices, and it is this repre-
sentation that provides the reader with the most authoritative
record of what is on the retina.

Visual word recognition is central to the reading of text. We sug-
gest that a model of eye-movement control in reading is best built
on the same anatomical foundation, so that there is a degree of au-
tonomous representation and processing of the information in the
two hemifields. This approach is in contrast to Reichle et al.’s as-
sumption of a single window onto the text. Evolution has devoted
only the posterior part of the human corpus callosum to a direct
connection with visual information, compared with the whole of
the corpus callosum for lower primates. It is reasonable to infer
that interhemispheric coordination in the human brain is medi-
ated substantially by information that is not primarily visual. For
reading, this assumption means that there is an option of allowing
the autonomous processing of visual information in each hemi-
sphere, with interhemispheric communication based on some of
the output of that processing, such as partial semantic activation
of words. It also means that some of the information driving eye
movements might be best captured in terms of the visual infor-
mation initially available to each hemisphere, and its immediate
consequences.

Some of our current research into characterizing the control of
eye movements is based on definitions of the information avail-
able to each hemisphere, operationalized in terms of the proba-
bility of identifying the word(s) present in the half of the foveal

window on either side of the fixation point. We suggest that build-
ing up a computational model from these anatomical foundations
will demonstrate that some of E-Z Reader’s architectural distinc-
tions and some of its parameters will emerge from the interaction
of the divided architecture with the informational structure of the
task.

The divided architecture of the split-fovea model allows atten-
tional processing to be implemented in terms of quasi-autono-
mous, contralaterally oriented opponent processors located in the
respective hemispheres. This approach has a long history in the
modeling of normal and impaired attention (see, e.g., Cohen et al.
1994; Kinsbourne 1970; 1977).

A further anatomical given is the fact that most reading happens
with two eyes. (The single eye in Reichle et al.’s Fig. 3 is labelled
“Eyes.”) The two eyes do not always seem to focus on exactly the
same point in the text, with the disparity sometimes being non-
trivial (e.g., 1-3 characters); furthermore, monocular occlusion
slows reading down (Heller & Radach 1999). Perception is robust
in the face of binocular disparity: Minimally different images are
fused; more disparate images rival each other and one is sup-
pressed. Both of these processes seem to occur similarly in each
hemisphere (O’Shea & Corballis 2001), but there is also the pos-
sibility that binocular rivalry has at least a higher-level component;
for example, it is possible for complementary checkerboard pic-
tures to be resolved into single, coherent pictures when they are
presented to different eyes (Ngo et al. 2000). Clearly, the resolu-
tion of the fact that the two eyes may often have different fixations
is important to a model of reading, if speed of reading can be af-
fected; there is every indication that the role of the two eyes can
be incorporated into a model based on foveal splitting.
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Abstract: We tested whether the E-Z Reader model can be generalised
to the French language. The simulation showed that the model can ac-
count for the frequency effect. The predictability effect is moreover ac-
curate for word skipping, but not for fixation times. We think that this
model is psychologically plausible for certain aspects of reading and we
have used it to evaluate the performance of dyslexic readers.

The E-Z Reader 7 model was applied to data that were obtained
in an eye-tracking experiment. The purpose of the study was
twofold. Its first aim was to test whether the model can be gener-
alised to the French language. The second objective was to test
whether the model can satisfy to contextual constraint influencing
reading, namely, predictability. Fifteen participants were re-
quested to read a French text that contained 134 words varying in
frequency and predictability (the latter factor was determined in
a previous task by asking participants to guess word__ ; when pro-
vided with the sentence up to word, ). As in Reichle et al., the
words were divided into five frequency classes and eye movement
was recorded. Furthermore, we ran a simulation to determine
how well the model could predict the observed data (i.e., means
duration and distributions of fixations). To be in agreement with
E-Z Reader 7, the first and last words of each sentence were not
included in the data analysis.
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Figure 1 (Sparrow et al).

The top panel shows the mean observed (obs) and predicted (pred) first-fixation (FFD), single-fixation (SFD),

and gaze duration (GD) for five frequency classes of words. The bottom panel shows the mean observed and predicted single-fixation
(PrSingle), refixation (PrRefix), and skipping probabilities (PrSkip) for five frequency classes of words (RMSD=0.452).

As shown in Figure 1, we obtained a satisfactory matching be-
tween observed and predicted values for all dependent variables.
E-Z Reader 7 correctly predicted the negative monotonic rela-
tionship between first fixation duration and word frequency. How-
ever, the predicted values were slightly smaller than the observed
values for gaze duration. But gaze duration, which includes refix-
ation, is considered a global indicator of word processing as it is
influenced by postlexical processing, although first fixation is sup-
posed to be more sensitive to low-level word processing. Contrary
to the reference experiment previously used to test the model
(Schilling et al. 1998), a crucial aspect of our study was that sub-
jects read a meaningful text, which suggests that postlexical pro-
cessings were more deeply probed. In the Schilling et al. study,
subjects read sentences that tended to be short, stereotyped ex-
pressions that were very simple to comprehend; and even though
reading was involved with this paradigm, it did not obviously draw
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on the kinds of complex comprehension processes that are part of
full-blown reading. However, it is noteworthy that the E-Z Reader
model provides a theoretical framework for understanding the in-
terface between vision and low-level aspects of language process-
ing.

In addition to the frequency effect, an important finding was
the predictability effect on eye movement. Generally, the effect of
predictability is not as high as the frequency effect on fixation du-
ration but is pronounced on word skipping. In our study, readers
skipped 31% of predictable words compared with 22% of the un-
predictable words. The predictions of E-Z Reader were very close
to those values: 37% of predictable words and 25% of unpre-
dictable words were skipped. The difference between predictable
and unpredictable words (9% in our study and 12% for E-Z
Reader) is quite consistent with prior research (Rayner & Well
1996; Rayner et al. 2001). However, inconsistency was observed
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Table 1 (Sparrow et al.). Mean observed (obs) and predicted
(pred) first-fixation (FFD), single-fixation (SFD), and gaze
duration (GD), in milliseconds, for predictable and
unpredictable words

FFDs SFDs GDs
Predictability Obs pred obs pred obs  pred
Low 226 213 232 212 280 240
High 207 209 212 209 235 2923
Difference 19 4 20 3 45 17

in the pattern of results for fixation times (Table 1). E-Z Reader
did not predict the effect of predictability on first fixation duration
and single fixation. With respect to gaze duration, the effect pre-
dicted by E-Z Reader was comparable in size to the effect ob-
tained in other studies (Rayner & Well 1996; Rayner et al. 2001),
though it was lower than in our study.

A closer examination of the data indicated that the prediction
of E-Z Reader was reversed for high frequency words: Fixation
duration was longer for predictable than for unpredictable words
(Table 2). For low-frequency words, the prediction of E-Z Reader
appears to be larger for first and single fixations duration. How-
ever, the effect predicted by E-Z Reader on gaze duration was
comparable to the effect obtained in our study.

This difference in the pattern of results for fixation duration
versus word skipping can be accounted for by the different mech-
anisms that might be involved with regard to the decision about
when and where to move the eye. With E-Z Reader, the time re-
quired to complete the first stage of lexical access (i.e., when to
move the eye) is principally a function of word frequency and a
free parameter (theta; see Equation 1 in the target article) reduces
the extent to which the predictability of a word attenuates the lex-
ical processing time. Our data suggests that, in normal reading,
predictability can play a more important role during the first stage
of lexical access (i.e., L,).

Finally, the latest version of E-Z Reader appears to be psycho-
logically plausible and gives an accurate account of various phe-
nomena in reading. It is, however, incomplete, as it preferentially
takes into account “low-level” aspects of the reading process. This
model nonetheless provides a valuable analytical tool to examine
some key assumptions about eye-movement and language pro-
cessing. As an example, we used the model to simulate how indi-
vidual differences would affect the pattern of eye movements in
reading. For this purpose, we compared observed eye movements
of dyslexic subjects with the E-Z Reader-predicted data. The ob-
served and predicted values were very close for the duration of
first fixation (224 msec and 213 msec respectively for dyslexic sub-
jects and E-Z Reader). However, gaze duration was considerably
longer for dyslexics (384 msec) than for E-Z Reader (256 msec).
This pattern of results can suggest that later stages of lexical ac-
cess were impaired in dyslexic subjects, but not the low-level as-

Table 2 (Sparrow et al.). Effect of predictability for low fre-
quency (LF) and high frequency (HF) words (in msec.)

FFDs SFDs GDs
obs pred Obs pred obs pred
LF 15 29 15 29 55 48
HF 22 —23 24 —23 35 —14

pect of reading process. Of course, further investigations are re-
quired to corroborate this conclusion.

Where to look next? The missing landing
position effect

Geoffrey Underwood
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Abstract: The E-Z Reader 7 model is powerful but incomplete. When
programming the saccade to the next word, we take into account the fa-
miliarity of the letter sequences at the beginning of that word. This land-
ing position effect is well established, but is neglected in the model. A pos-
sible locus for the effect is suggested within the E-Z Reader framework.

The E-Z Reader model is clearly our most advanced model of eye-
movement control in reading, and this version of the model is par-
ticularly welcome as a refinement of an already powerful descrip-
tion. The success with which the model accounts for variations in
fixation durations and locations is impressive. The model is in-
complete, however, and, like any model, it cannot be considered
to be accurate unless it takes account of the full range of phe-
nomena that can be observed. The starting point in the model-
building enterprise is to know what it is that is being modeled —
what are the phenomena to be taken into account? The E-Z
Reader 7 model is impressive in its predictions about an extensive
range of effects, but it fails to make predictions about the landing
position effect. Although Reichle et al. are aware of this effect,
their mention of it in the target article is restricted to Note 5. Tt is
unclear whether this is because the authors do not regard it as an
effect that requires explanation, or because they cannot see how
the model could explain it.

There are two classes of landing position effects — the phenom-
ena that reflect the output of the system that decides where we
should look next when reading; and Reichle et al. account for the
effects of (1) low-level visual factors, such as word length, com-
fortably. Another class of effects is (2) the influence of the distri-
bution of information within the word that is to be fixated; and this
is the effect that Reichle et al. appear to be sweeping under the
carpet. Words like awkward and coyote can be described as hav-
ing informative beginnings, because they start with uncommon
trigrams. In contrast, the words author and compact start with tri-
grams that are shared with large numbers of other words. A num-
ber of published studies have demonstrated that the reader’s eyes
land slightly closer to the beginning of the word if the word starts
with an uncommon trigram (Beauvillain & Doré 1998; Beauvillain
etal. 1996; Everatt & Underwood 1992; Everatt et al. 1998; Hyoni
1995b; Hyoni et al. 1989; Inhoff et al. 1996; Underwood et al.
1990; Vonk et al. 2000). Oculomotor programming is influenced
by the information in the word that is the target of the next sac-
cade. This landing position effect has now been demonstrated
with a number of different languages and is undoubtedly real, al-
beit small. Information within the word modulates the tendency
to fixate slightly to the left of the centre of a word.

There is a question about the type of information that causes
the modulation in the landing position. When we first reported the
effect, we considered all options, including the possibility that it
was lexical or morphemic information from the beginning of the
word that was responsible (e.g. Hyoni et al. 1989; Underwood et
al. 1990); but it is now clear that it is the orthographic content of
the first few letters that is important. Note 5 of the target article
acknowledges this debate but fails to incorporate the effect in the
data set that the model should take into account. One reason for
this might be that there is a question about the reliability of the ef-
fect. Indeed, there are reports of studies that have failed to find
the effect for all of the words tested (Liversedge & Underwood
1998; Rayner & Morris 1992; Underwood et al. 1989). This in-
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consistency is possibly attributable to variations in our definitions
of an informative or redundant beginning to a word (bigram/tri-
gram frequency vs. predictability by a cloze task), or to variations
in cognitive load imposed by the specific reading task, because we
know that foveal load influences the effectiveness of parafoveal in-
formation (Henderson & Ferreira 1990), or to variations in the
reading skill of the participants being tested (see Everatt et al.
1998). The inconsistency of an effect simply means that we have
not yet determined the conditions in which it will appear. Not all
words are skipped, and not all short words are skipped all of the
time, but there is no suggestion that we should ignore this effect
because it does not appear with total predictability. The same
should hold for the landing position effect.

The conditions for an information-based landing position effect
are that (i) oculomotor programming can be modulated by visually
available information, and that (ii) orthographic information can be
extracted from words currently in parafoveal vision. The evidence
supporting both of these conditions is well established. First, land-
ing positions are sensitive to word length, and some short words
sometimes receive no fixation at all (target article, sect. 2.8.1). Sec-
ond, the parafoveal preview effect has been demonstrated for or-
thographic information (sect. 2.6). The E-Z Reader model accounts
very well for these demonstrations of modulation, and when they
are viewed together they make plausible the modulation of the land-
ing position by orthographic information.

The landing position effect is plausible on the basis of lability of
oculomotor programming and on the basis of the parafoveal pro-
cessing of orthographic information. It has been demonstrated in
a number of experiments that have used a number of alphabetic
languages. How then might the E-Z Reader model be developed
to account for it? One possibility is that the first stage of word iden-
tification (L, in Fig. 3), which in earlier E-Z Reader models was
described as performing a familiarity check, could identify pre-
dictable sequences of letters at the beginning of word, . If a
highly unfamiliar bigram or trigram started word _ ,, then a
shorter saccade may be programmed. If a predictable sequence
were detected, then the signal to the oculomotor system would be
to start programming a saccade of increased amplitude. And if the
word contained a predictable letter sequence and early visual pro-
cessing had recognised that it was a short word, then the saccade
would skip the word altogether. The model could incorporate this
effect and make predictions that would help describe it further.
The first task of all model-builders is to identify the essential evi-
dence, and here the E-Z Reader model does not so much fall over
as turn its back on the data.

The basic assumptions of E-Z Reader are
not well-founded

Francgoise Vitu
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Expérimentale, 92774 Boulogne-Billancourt, Cedex, France.
francoise.vitu @psycho.univ-paris5.fr
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Abstract: This commentary focuses on the two basic assumptions of the
E-Z Reader model, discussing the possibility that adjacent words in read-
ing may be processed in parallel rather than serially, and presenting evi-
dence against a cognitive control of eye guidance in reading.

Like several recent models of eye guidance in reading, the E-Z
Reader model provides a fairly good account of the variability of
eye behavior that characterizes reading. From a psychological per-
spective, however, the performance of a computational model, or
how well simulations fit behavioral observations, is not as critical
as the reality of the mechanisms and the processes that lead to
such performance. From that perspective, E-Z Reader may not be
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a serious candidate. In this commentary, I present several findings
that challenge the two basic assumptions of the model, suggest-
ing, first, that reading may not proceed through sequential atten-
tion shifts, and second, that ongoing processing is not the main
driving force behind eye guidance.

The first basic assumption of E-Z Reader posits that for the tem-
poral order of the words to be preserved in reading, adjacent words
must be processed serially through covert shifts of attention from
the fixated word to the parafoveal word(s). This assumption cannot,
however, be asserted based on current empirical evidence. First, as
noted by Schroyens et al. (1999), the negative influence of the foveal
processing load on parafoveal preview benefit is in no way proof that
processing of the parafoveal word starts only when the fixated word
is identified. As the difficulty of the foveal word increases, a ten-
dency for greater spillover effects in the visible compared to the
masked preview condition can be observed, which suggests that the
effect may simply originate from an interaction between processing
associated with the foveal and parafoveal words. Furthermore,
parafoveal preview benefit becomes greater rather than smaller as
the fixation duration increases, thereby indicating that parafoveal
processing lasts for the whole fixation time, rather than being lim-
ited to the delay that remains from the moment the fixated word is
identified until the saccade is ready to go.

On the other hand, the fact noted by the authors, that process-
ing of the foveal word remains unaffected in most instances by the
lexical and semantic properties of the parafoveal word, does not
necessarily mean that adjacent words are processed in sequence.
In the framework of a pure parallel hypothesis that makes no re-
course to the notion of attention, the presence of parafoveal-on-
foveal effects is indeed not obligatory, but rather is conditional on
the respective time course of processing associated with both
foveal and parafoveal words (see Vitu et al., in press). As more let-
ters from the parafoveal word fall into a region of lower visual acu-
ity, parafoveal processing is relatively slow compared with that as-
sociated with the fixated word; and the likelihood that it influences
processing associated with the fixated word may be relatively low,
unless the word is very easy to process.

Parallel processing therefore remains a serious alternative to
the sequential attention shift assumption, and, given that it relies
strongly on visual acuity, it may as well preserve the temporal order
of the words. Now, it remains an open question whether keeping
word order straight is critical to reading. Indeed, several studies sug-
gest that the eye-movement pattern does not always respect word
order. This happens, for instance, when a word that is not yet iden-
tified is initially skipped. In that case, the word will be fixated only
after the execution of a regressive saccade from one of the follow-
ing words (Vitu & McConkie 2000; Vitu et al. 1998). These partic-
ularities of the eye-movement pattern, which are actually not ac-
counted for by E-Z Reader, bring us to the second assumption.

The second basic assumption of E-Z Reader states that ongo-
ing processing is the main driving force behind eye guidance. On-
going processing would determine when the eyes move, and
which word to send the eyes to, while visuomotor processes would
produce systematic errors in sending the eyes to specific locations.
Three major objections can be raised against this notion. First, the
duration of individual fixations, although being correlated with the
difficulty of processing associated with the encountered words, is
also strongly influenced by the fixation position, with fixation du-
ration being greatest when the eyes are at the center of words
(Vitu et al. 2001). This phenomenon, which is opposed to Rayner
etals (1996) finding, is very robust since it was found in three dif-
ferent corpora of eye-movement data (based on a total of 153,855
fixations). Besides being interesting, it seriously questions the cog-
nitive assumption, as it is about twice as large as the effect attrib-
utable to word frequency and as it cannot be interpreted in terms
of ongoing processing. Because a word is most easily identified
when the eyes initially fixate its middle, fixation duration should
be shortest rather than longest at that position.

A second objection to the cognitive control hypothesis relates to
the postulate that ongoing processing determines which word to
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send the eyes to. A recent review confirms that the frequency and
the predictability of the words influence the likelihood of word skip-
ping (Brysbaert & Vitu 1998). However, it also indicates that these
effects are rather rare, and that when they occur they are smaller
than the effects of both word length and launch site. As words get
shorter, and the eyes are launched from closer to the beginning of
the words, skipping rate increases drastically up to about 90% in the
most extreme conditions. Undoubtedly, shorter and closer words
are more likely to be identified in parafoveal vision, but this is not
what causes them to be skipped more often. Indeed, a comparison
between text reading and the scanning of meaningless material (or
z-letter strings) reveals that string length and launch site influence
string-skipping in the same manner as word length and launch site
influence word skipping (Vitu et al. 1995). Such great regularities in
the pattern of eye movements — present even when no cognitive
processing is involved — strongly suggest that the decision of which
word to fixate next is not cognitively determined, but rather, is pri-
marily a function of low-level visuomotor processes.

As a final objection, I question the need to distinguish between
two separate Where mechanisms, one that selects the next saccade
target word and another sending the eyes at about the required lo-
cation. Given that word length and launch site similarly influence
both skipping rate and initial landing sites in words, a single mech-
anism may determine where the eyes move next. Furthermore,
since visuomotor influences strongly deviate the eyes from the
center of words, there may be no need to posit that they aim for
the center of preselected words. Our assumption is that forward
eye movements in reading are not directed to specific target loca-
tions, as the eyes would be naturally pulled by peripheral visual in-
formation in a center-of-gravity-type manner (see Vitu 1991a).
Ongoing word identification processes would only intervene oc-
casionally to modulate the oculomotor scanning pattern, favoring
either the lengthening of planned saccades (see Lavigne et al.
2000), or the execution of regressive saccades to specific word lo-
cations (see Vitu & McConkie 1998; Vitu et al. 2000).
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Abstract: The issues the commentators have raised and which we
address, include: the debate over how attention is allocated dur-
ing reading; our distinction between early and late stages of lexi-
cal processing; our assumptions about saccadic programming; the
determinants of skipping and refixations; and the role that higher-
level linguistic processing may play in influencing eye movements
during reading. In addition, we provide a discussion of model de-
velopment and principles for evaluating and comparing models.
Although we acknowledge that E-Z Reader is incomplete, we
maintain that it provides a good framework for systematically try-
ing to understand how the cognitive, perceptual, and motor sys-
tems influence the eyes during reading.

R1. Introduction

Before we delve into specific issues and controversies about
the issues raised by the commentaries, it might be of some

value to try to characterize what we had hoped to accom-
plish with our model and thus indicate what we feel is the
proper context in which it is best discussed and evaluated.
Perhaps a good place to start is with a quote from E. B.
Huey in the introduction to his classic book on the psy-
chology of reading;

And so to completely analyze what we do when we read would

almost be the acme of a psychologist’s achievements, for it

would be to describe very many of the most intricate workings
of the human mind, as well as to unravel the tangled story of
the most remarkable specific performance that civilization has

learned in all its history. (Huey 1908)

We hope no one misunderstood our modeling effort as pre-
tending to be an attempt “to completely analyze what we do
when we read.” We indeed agree with Huey that to com-
pletely analyze what we do when we read would be a mon-
umental achievement well beyond our efforts — and cer-
tainly well beyond what our field has learned, to date, about
reading, the control of eye movements, and language pro-
cessing.

Instead, we had hoped to develop a model that was a rea-
sonable “zero-order approximation”™ of how cognitive
processes control the eyes in reading. Our first goal was to
come up with a model that could explain how ongoing cog-
nitive processes could control eye movements during read-
ing, subject to the constraints that it do so in real time and
be plausible in terms of what is known about the underly-
ing cognitive processes and the control of eye movements.
We think we succeeded at this goal, and that this was a far
from trivial task.

Our second goal was to make the model as simple as pos-
sible, so that it would be reasonably transparent with re-
spect to how and why it worked. If we succeeded at this
goal, then when the model failed to account for a phenom-
enon properly, it would be clear why the model did not work
and, therefore, whether it was merely too simplistic and
needed to be further elaborated, or whether it was funda-
mentally flawed. Put differently, if a model is simple
enough, it can be a useful heuristic device, but when it gets
too complex, it risks merely being a data-fitting algorithm.
Put a third way, if the model is simple enough, it has the
chance of generating both testable and interesting predic-
tions about reading (i.e., predictions that can be falsified
and that test basic assumptions of how the model explains
the reading process).

Consistent with these goals, we tried to delimit our prob-
lem carefully so that we would have some chance of suc-
cess. Most notably, we did not try to explain interword re-
gressions (i.e., regressions to words that had been either
previously read or skipped over). The reason for this is that
there is ample evidence that many of these regressions are
a result of various “higher-level” processing failures (e.g.,
attributable to general comprehension problems or tempo-
rary misparsing of sentences). Another reason is that mod-
eling these kinds of regressions in any detail is several or-
ders of magnitude more difficult than what we have
attempted, both because we have a far from adequate cog-
nitive theory of the processes that fail, and because it is
quite unclear — given such a failure — exactly what should
be targeted by an eye movement responding to this failure.
We also did not pretend to have a serious or detailed model
of word identification, both because how words are en-
coded is still a contentious issue that we hoped to bypass,
and because a model of word identification (even without
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worrying about eye movements) that attempted to explain
all the phenomena of word encoding that have been stud-
ied to date would have required an effort at least as large as
our present modeling effort. Instead, we merely inserted a
functional account of word encoding into our model that
had reasonable processing characteristics.

In the prior paragraph, we have noted that a major goal
of our model was to explain how cognitive processes can
control eye movements in normal silent reading. Some of
the commentaries, however, appear to take us to task for
this, their essential claim being that cognitive processes
have minimal control over eye movements in reading. This
criticism is interestingly in contrast with several other com-
mentaries that argue our model is quite limited, in that
there are phenomena in reading indicating cognitive con-
trol over eye movements that the model does not account
for (and that the commentators are skeptical can be ac-
counted for by a model such as ours).

We will fill in the details below, but we remain convinced
that our model is on the right track, in that it gives a good
account for much of the forward progress of the eyes
through the text and that this progression is importantly
guided by cognitive control. Nonetheless, as we have indi-
cated above and in the target article, our model is definitely
incomplete, and we are trying to elaborate on the details to
develop a more comprehensive model (e.g., we are cur-
rently trying to account for how subword units like mor-
phemes can influence eye movements).

We wish to close this section with two disclosures. The
first is that there was a conceptual oversight in the E-Z
Reader 7 model presented in the target article: We assumed
that the early visual processing stage does not have to be
reinitiated when a previewed word is subsequently fixated.
This assumption is clearly wrong, as it goes against the large
amount of evidence that the integration of information
across saccades in reading is not at the “visual” level (Rayner
1998). Tt also causes the model to predict far too much pre-
view benefit, a fact that alerted us to the problem and that
was made apparent to us by the excellent analysis in the
Findlay & White commentary. A subsequent simulation
in which the initial stage of processing had to be repeated
on every fixation led to fits that were virtually as good as the
original simulation; and furthermore, reasonable estimates
of preview benefit emerged from this simulation. The sec-
ond point is that our description of the model led some
commentators to believe that we thought that the targeting
of saccades was, in principle, completely controlled by word
boundary information (i.e., the location of spaces between
words). In keeping with our attempts to be parsimonious,
we did think that such an assumption was not unreasonable
in explaining the phenomena discussed in the target article.
However, in our first attempts to model the processing of
Finnish compound words (Pollatsek et al. 2003), it soon be-
came apparent that more “cognitive” control was needed to
explain the process of targeting refixations on these long
words. In the next few sections of this reply, we will address
what we see as the central issues that were raised by the
commentaries.

R2. Parallel versus serial allocation of attention

Our assumption that attention is allocated serially should,
like virtually all the assumptions in our model, be taken as
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a working hypothesis. However, it’s an assumption we are
reluctant to part with unless very strong evidence forces us
to give it up. A major reason for wanting to hold onto it is
that giving up this assumption would make the model sig-
nificantly less transparent — and therefore much less useful
as a heuristic device. Our general working assumption is
that most people studying reading are interested in the cog-
nitive processes underlying this activity. Many of these re-
searchers, however, do not use the method of recording eye
movements of people who are reading text, but instead rely
on relatively artificial single-word paradigms (such as the
lexical decision task) or more contrived reading paradigms
(such as having the reader advance the text by pushing but-
tons). One of the reasons researchers resort to such tech-
niques is economic: Doing good eye-movement research is
expensive. However, it seems clear that another reason peo-
ple shy away from engaging in eye-movement research is
that they are afraid that the relationship between the cog-
nitive processes they wish to study and the eye-movement
record is hopelessly complex. As a result, a major motiva-
tion for developing the E-Z Reader model was to create a
tool that would help demystify eye-movement measures
and provide a reasonable rationale for their interpretation
in the study of how readers comprehend written language.

Clearly, one aspect of the eye-movement record that our
model is building on is the reasonably clear relation be-
tween the variables that indicate cognitive processing of
language (e.g., the frequency of a word) and the fixation
time on that word. (We discuss this relationship in detail in
sect. R3, on lexical processing.) However, it seems equally
clear that one can’t merely assume that the time spent on a
word is a direct measure of the time to process that word.
First, the onset of the first fixation on a word can’t coincide
with the start of processing that word because — among
other things — there is clear evidence that the processing of
many words begins before they are fixated (Rayner 1998).
Second, unless one assumes that eye movements are pro-
grammed instantaneously, the end of a fixation can’t coin-
cide with the termination of processing of that word. How-
ever, our assumption that words are processed serially
allows one to draw the inference that the gaze duration on
aword can be inferred to be the duration of a stage of word
processing (the one that triggers the eye movement off the
word). Therefore, our model does provide a good rationale
for taking gaze durations on words seriously, and making
reasonably simple inferences from them.

This inference rests quite heavily on the assumption that
attention moves serially. Can we guarantee that this as-
sumption is true? Clearly, we cannot. However, there is a
reasonable amount of evidence in the attention literature
(see, e.g., Sieroff et al. 1988) to suggest that attention is im-
portantly object-based, and that — at least in certain cases —
it moves in a serial fashion from object to object. Moreover,
much of the evidence against this serial assumption in read-
ing (see sect. R4, on parafoveal-on-foveal effects) seems
quite questionable. We therefore see no reason to change
this admittedly strong assumption about attention.

We should also point out that, from a modeling stand-
point, it would be easier to adopt the view of attention es-
poused in the SWIFT model (Engbert et al. 2002): In this
model, attention is a gradient that is allocated in parallel to
several words, so that, instead of positing two stages of word
identification (as in E-Z Reader), the model has many
stages of word processing. In essence, an assumption that
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words are processed in parallel allows many more degrees
of freedom in fitting the data.

We would like to make one more point about our serial-
processing assumption. Kennedy takes us to task for our
suggesﬁon that this assumption is a good one because read-
ers “need to keep word order straight.” He then goes on to
argue that written Ianguage unlike spoken language, “can
be inspected at will,” so that text can be reprocessed. (This
is presumably necessary to correct any initial misencodings
of word order, among other things.) We certainly did not in-
tend to argue that it was absolutely necessary for readers to
correctly encode word order on their first pass to have any
chance of understanding what was said in the text. How-
ever, we find Kennedy’s argument a bit puzzling. Surely, he
would agree that it benefits the reader quite a bit to get the
word order correct on the first pass through the text, and
that, if words are processed serially, this then helps readers
encode words in their correct order. (Of course, even if the
original encoding of order was correct, as it would be in a
serial-encoding model, there could still be later memory er-
rors.) We think an interesting question that Kennedy’s
comment raises, however, is whether there might be signif-
icant differences between languages in this regard. That is,
word order is particularly 1mportant in conveymg 1nformd—
tion in English because there is little in the way of case
marking; so perhaps one might find that readers do attempt
to process more than one word at a time in heavily case-
marked languages, such as Russian.

R3. A more detailed model of lexical processing

As Huestegge, Grainger & Radach (Heustegge et al.)
indicate, there are two general strategies that one might use
to try to understand the relationship between word identi-
fication and eye movements during reading. The first is to
modify an existing model of word identification so that it in-
cludes those assumptions necessary to explain how this
process affects (and is affected by) the movement of the
eyes through text. The obvious advantage of this approach
is that it can potentially explain phenomena that have been
observed in both single-word tasks (e.g., frequency effects
in lexical decision) and natural reading. The drawback of
this approach is that the resulting models may become so
complex that they are difficult to evaluate; as Huestegge et
al. point out, the model that has come closest to realizing
this approach (the Glenmore model) has not yet been eval-
uated on a sentence corpus.

The second modeling strategy (which, as we noted pre-
viously, is the one that we have adopted) is to develop a min-
imal set of assumptions about word identification and eye-
movement control, and then use these assumptions as a
framework for examining both cognitive processes and eye-
movement control in reading. The main virtue of this min-
imalist approach is that the inner “workings” of this type of
model are transparent enough to serve as heuristics for
thinking about the reading process and simple enough to be
tested on large sentence corpora. The major drawback of
this approach is that the models of lexical processing and
eye-movement control are likely to be oversimplified and/
or incomplete.

We agree with many of the commentators that our ex-
planation of word identification is not fully specified. For
example, Andrews and Perea & Carreiras correctly note

that our model cannot handle orthographic neighborhood
effects. Similarly, we agree with Hyoni & Bertram that
our attempts to simulate the complex effects of morphology
(Pollatsek et al. 2003) are preliminary and cannot account
for the full range of effects that have been observed (e.g.,
Bertram & Hyoni 2003). Further, we agree with Beauvil-
lain & Pouget, Liversedge & White, and Underwood
that the inclusion of a preattentive visual processing stage
in E-Z Reader does not (at present) provide an explanation
for how the characteristics of a word’s orthography affect
where it is fixated (however, Underwood does suggest how
our model might address this issue).

Clearly, our assumption that the speed of (both stages of)
word processing can be completely accounted for by the
written frequency of a word in the lexicon and its pre-
dictability from the prior text was intended to be a conve-
nient initial step in attempting to relate cognitive processes
in reading to the movement of the eyes through text. That
is, when we proposed the model, we were fully aware that
this assumption was an oversimplification as, among other
things, we were involved in several of the studies that indi-
cated that word parts, as well as word wholes, influence the
time a word is fixated in text. However, we think the way to
proceed is to consider each of these phenomena carefully
and then to think about the minimal assumptions necessary
to explain each of them. The other approach, which often
involves using two or more processing modules operating
in parallel (e.g., Reilly & Radach’s [2003] Glenore model),
may successfully predict the effects, but often not in a man-
ner that suggests new or interesting phenomena, or in a
manner that can be “unpacked” so as to reveal the assump-
tions that are responsible for making the predictions.

Several of the commentaries were more specific and ar-
gued that our assumption that words are identified in two
stages is both vague and unjustified (Huestegge et al.;
Sereno, O’Donnell & Sereno [Sereno et al.]; and Shill-
cock, McDonald & Monaghan [Shillcock et al.]). That
is, a core principle in E-Z Reader is that the processing nec-
essary to identify printed words is done in two stages: L,
and L. In our earlier papers (Reichle et al. 1998; 1999), we
described L, as a “familiarity check” that indicated full
1dent1f1cahon of aword was imminent, and L, as the “com-
pletion of lexical access,” or the point at which a word’s
meaning was available to the language system for further
processing. This distinction is important, because in our
model, the completion of L, causes the oculomotor system
to begin programming a saccade, whereas the completion
of L, causes attention to shift to the next word. Andrews
raises the question of whether this change in labels reflects
adeeper conceptual change. Our answer is that there are at
least two ways the distinction between L, and L, can be
conceptualized, and that our goal in introducing these new
labels was to make our model agnostic with respect to these
different conceptualizations.

In earlier papers (Reichle et al. 1998; Rayner et al.
1998c¢), we referred to the global-activation memory mod-
els (e.g., MINERVA 2; Hintzman 1984) and pointed out
that, according to these models, cues such as a word’s or-
thographic pattern can be used to gain access to additional
information in memory in two ways. The first is by match-
ing the cue to the collective contents of memory. This
process provides a rapid index of the cue’s overall familiar-
ity and serves as a basis for recognition decisions (Hintzman
1987; 1988). It is also consistent with our early conceptual-
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ization of the familiarity check. The second way of access-
ing information in memory is via a slower pattern-comple-
tion process that provides a basis for recall (Hintzman
1986). For example, a word’s letters might be used to “re-
trieve” its pronunciation and/or meaning. This second
process is consistent with our early conceptualization of the
completion of lexical access. This distinction between a
rapid sense of familiarity and a less rapid “retrieval” process
has a venerable history in cognitive psychology (dual-
process theory: Atkinson & Juola 1973; 1974; Mandler
1980; see Yonelinas 2002 for a review) and has recently
been supported by physiological evidence (Davachi et al.
2003).

The second manner in which the two stages of word iden-
tification can be conceptualized is in terms of the time
course over which orthographic, phonological, and seman-
tic information becomes available as a printed word is iden-
tified. We think it is still an open question both about how
the phonological code is activated (e.g., the roles of “as-
sembled” and “addressed” phonology) and whether ortho-
graphic information accrues appreciably faster than phono-
logical information. That is, there is now research from our
lab (Lee et al. 1999; Pollatsek et al. 1992; Rayner et al. 1995;
1998b) and other labs (Perfetti & Bell 1991) indicating that
phonological information is extracted early in word encod-
ing — even before the word is fixated. Therefore, we didn’t
intend to posit, as Huestegge et al. claim (see also Sereno
et al.), that phonological encoding is restricted to the sec-
ond stage of word identification. However, it seems clear
there must be significant activation for orthographic or
phonological codes (or both) prior to anything like full se-
mantic activation. An alternative conceptualization of the
familiarity check, therefore, is that it corresponds to the
availability of a word’s form (i.e., its spelling and/or sound),
whereas the completion of lexical access corresponds with
the availability of a word’s meaning. (Yet another possibility
is suggested by Osaka: that the first stage of word identifi-
cation is mediated via the phonological loop component of
working memory.)

Of course, these different ways of thinking about the two
stages of word identification that are postulated in our
model are not mutually exclusive. For example, a recently
developed instance-based model of word identification
(Reichle & Perfetti 2003) is based on MINERVA 2 (Hintz-
man 1984) and consequently inherits the dual-process dis-
tinction between fast familiarity and slow retrieval opera-
tions. Because the grapheme-to-phoneme mappings tend
to be more consistent than the arbitrary mappings between
spellings and meanings, however, word form information is
also generally available more rapidly than semantic infor-
mation.

Hence, our decision to use “L,,” and “L,” rather than “fa-
miliarity check” and “completion of lexical access™ reflects
our desire to leave open the possibility that either (or both)
of these conceptualizations of word identification may play
important roles in eye-movement control. That is, the de-
cision about when to initiate a saccadic program may reflect
the overall “sense” that a word is familiar and hence likely
to be soon identified, or it may reflect the availability of a
word’s form, or it may reflect both. We think that an inter-
esting area of future study is to try to understand whether
there is a consistent difference in how variables affect gaze
duration (largely controlled by L, in our model) and how
they affect “spillover” (largely controlled by L, in our
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model). If the pattern differs markedly, it would indicate
that there may be two fairly discrete stages of word pro-
cessing. If the pattern in the two types of effects is fairly
similar, then it would suggest that L, (and the signal to
move the eyes) may merely be a result of a lower threshold
of word identification than L.

In this regard, we posited one distinction between L, and
L,: that predictability (as measured by cloze task pr: obabil-
1t1es) affects L, less than L,. Our justification for this as-
sumption was that higher- level linguistic processing (the ef-
fects of which are estimated by our predictability measure)
should influence the earlier stage of lexical processing less
because it is more data-driven. As Raney indicates, there is
evidence consistent with this notion: Two recent studies
from his lab suggest that higher-level linguistic variables
can have isolated effects on L, (Raney et al. 1996; 2000).
We contend that these results, in conjunction with our pre-
liminary simulations exploring the loci of morpheme effects
(Pollatsek et al. 2003) and lexical ambiguity effects (de-
scribed in our target article), demonstrate the usefulness of
our model and support Raney’s conjecture that E-Z Reader
“provides a transparent (i.e., definable) architecture for ex-
plaining how high-level language processes influence eye
movements.”

R4. Parafoveal-on-foveal effects

A number of the comments deal with so-called parafoveal-
on-foveal effects, which is not surprising, given that it is cur-
rently a heated topic of debate. A “parafoveal-on-foveal ef-
fect” refers to a situation in which one would observe some
effect on the fixation time on the fixated word (word ) pro-
duced by a parafoveal word that has not yet been fixated
(usually the word to the right of the fixated word, i.e.,
word, . ). Inhoff & Shindler, Kennedy, Murray, and
Vitu all discuss this issue and claim that such a phenome-
non is quite damaging to the E-Z Reader model, which as-
sumes that encoding of words is strictly serial. Before dis-
cussing the data in some detail, we think two theoretical
points need to be made. The first is that the serial assump-
tion about word encoding in E-Z Reader does not preclude
the possibility that processing word | can affect the fixa-
tion time on word . In fact, a later section of our response
(sect. R7) will deal with one such effect: the effect of skip-
ping word_, , on the fixation time on word . Second, be-
cause our model predicts occasional saccadic errors, it also
predicts that the eyes will occasionally land on w01d in
cases where the intended saccade target is word | . Such
targeting errors allow for some parafoveal—on—foveal effects

although these will be admittedly small, as the percent of
such mistargeted saccades will be small.

Now let us consider whether there is substantial evi-
dence that there are parafoveal-on-foveal effects that would
require a substantial change in our modeling approach.
First, let us consider whether there are consistent effects
on the fixation times on word_ (i.e., the fixated word) at-
tributable to the processing of the meaning of the word to
the right of fixation (word ). If so, one would expect that
the frequency of word, , ; would have an effect, but it does
not (Carpenter & Just 1983; Henderson & Ferreira 1993;
Rayner et al. 1998c). There have been other studies that
have manipulated various properties of word , , but it is
far from clear that these effects can be reliably obtained
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(see Rayner et al. 2003c). For example, White and Liv-
ersedge (in press) found no such effect. Furthermore,
Hy6ni and Bertram (in press) reported five different stud-
ies in which they looked for such effects and found rather
inconsistent evidence for them. In their experiments
(which used long Finnish words), they varied the {requency
of the first constituent or the frequency of the whole word.
In one experiment (which varied the frequency of the first
constituent), they found that the gaze durations were
slightly longer when the first constituent of the word to the
right of fixation was low frequency. Yet, in another experi-
ment with exactly the same manipulation, they found the
opposite effect. There were also no effects on gaze duration
in the experiments in which whole word frequency was ma-
nipulated, but they did find an effect on the final fixation
before moving to the target word. Likewise, the other mea-
sures that were examined (skipping rate and probability of
a refixation) yielded variable and inconsistent effects.
Clearly, beauty is in the eye of the beholder: Hyoni and
Bertram argued that parafoveal-on-foveal effects can occur
under some circumstances, but, given that most of their
measures yielded no effect, a skeptic could argue that such
effects are highly unreliable and seldom if ever occur.

To their credit, Kennedy et al. (2002) attempted to ac-
count for discrepancies in parafoveal-on-foveal studies in a
systematic manner. However, one of the key experiments
has been somewhat difficult to replicate (even by the lab
that first reported the effect; see Murray’s commentary),
and the fact that similar manipulations can yield either fa-
cilitation or inhibition is somewhat troubling. Another
problem is that much of the evidence for parafoveal-on-
foveal effects comes from tasks that may approximate read-
ing, but aren’t reading. Instead, subjects engage in what
seem to be closer to visual-search or pattern-matching tasks
than reading. Because it is known that frequency effects
disappear when the task changes {rom reading to visual
search (Rayner & Fischer 1996; Rayner & Raney 1996), one
has to be concerned about whether these parafoveal-on-
foveal results (even if they are reliable) can generalize from
these nonreading tasks to reading. A final problem is that
most of the experiments that have claimed to show such
parafoveal-on-foveal effects in reading have manipulated
some orthographic aspect of the text (e.g., used highly un-
usual and/or orthographically illegal letter combinations at
the beginning of word__ ). In some cases, these manipula-
tions are highly visible and may disrupt the normal reading
process (e.g., the reader might conclude that part of the task
is to notice these strange letter combinations). We do ac-
knowledge that there are a few studies in which subjects
were reading for meaning and semantic parafoveal-on-
foveal effects were observed. For example, Inhoff et al.
(2002) reported such an effect. However, other similar
studies from the same lab (Inhoff et al. 2000a; Starr & In-
hoff, in press) did not yield these semantic effects; instead,
the only effects were attributable to orthography.

Given these various points, we continue to feel that the
validity of parafoveal-on-foveal effects remains question-
able, and despite Murray’s protestations, we continue to
think that proponents of such effects need to demonstrate
that they are relevant to the task of normal reading (i.e.,
reading text for meaning). We do agree, however, that, if
large consistent effects of the meaning of word_, | on the
fixation duration on word  could be demonstrated, then
such a demonstration would be problematic for the E-Z

Reader model. In contrast, we are not convinced that ac-
counting for effects of the orthography of word, , , on the
fixation time on word, would be so damaging to the model.
Related to that issue, we discuss below (sect. RS) the effect
of orthographic properties at the beginning of the word that
is to the right of fixation with respect to landing positions,
and also argue that the visual processing stage that has been
incorporated into the most recent version of E-Z Reader
could account for such effects in a manner similar to how
the attention gradient in SWIFT (Engbert et al. 2002)
would handle such effects. (However, for reasons of parsi-
mony, we are reluctant to do so unless the data forces such
a revision.)

R5. Do cognitive processes drive the eyes
in reading?

At some level, we would have thought that the answer to
this question has already been conclusively answered in the
affirmative. Rayner (1998) identified well over 100 pub-
lished articles that have shown some influence of cognitive
processing on eye fixations and eye movements. Indeed, all
of those researchers who use eye movement data to study
some aspect of language processing implicitly assume that
the link between eye movements and cognition is quite
tight. Furthermore, as we noted in the target article, the
majority of the viable existing models of eye-movement
control assume such a link. Yet, Vitu and McConkie &
Yang still question this basic assumption.

Vitu’s statement that “E-Z Reader may not be a serious
candidate” as a realistic model of eye-movement control in
reading is a non sequitur. Of course it is a serious candidate
(and many other commentators are quite willing to ac-
knowledge this point, even those who favor other models).
We believe that, as with some of the other commentators,
much of Vitu’s argument rests on points that are disputable.
She stresses that cognitive activities are not the engine driv-
ing saccades in reading; she further suggests that the land-
ing position in the word is more important than frequency.
This claim is quite puzzling and reverts to research on the
optimal landing position effect. In a series of experiments
with words in isolation, O’Regan and colleagues (see, for ex-
ample, O'Regan et al. 1984) demonstrated that: (a) the prob-
ability of refixating a word increases dramatically as the ini-
tial landing position moves further from the optimal landing
position; and (b) there is a processing cost in gaze duration
of about 20 msec for each letter that the eyes deviate from
this optimal letter position. From these data, O’'Regan
(1992b) argued that oculomotor effects related to where a
given word is fixated is the most important determinant of
how long the eyes remain in place. However, Vitu’s argu-
ment is quite puzzling because her own work (see Vitu et al.
1990) clearly demonstrated that, during natural reading
(i.e., when reading text, as opposed to isolated words), the
refixation effect remained, but that the processing cost was
greatly attenuated or disappeared (see also Rayner et al.
1996). That is, the gaze durations on words were relatively
flat across different landing positions during reading.

To support her claim that cognitive processes don’t guide
eye movements in reading, Vitu now cites a study by Vitu
et al. (2001) which reported that single fixations were
longer when the eyes landed in the middle of a word than
when they landed near the ends of the word, giving an in-
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verted V-shape function. Vitu et al. correctly noted that our
model does not predict this effect; however, it is also in-
consistent with O'Regan’s (1988) Strategy-Tactics model
(which inspired much of the work on landing-position ef-
fects in the first place). Vitu also notes that this result is in-
consistent with results reported by Rayner et al. (1996) that
showed relatively flat functions due to landing position.
However, she doesn’t mention two important points: First,
both Rayner et al. (1996) and Vitu et al. (2001) found an ef-
fect of word frequency that was independent of where the
eyes landed on the word in single fixation cases; that is, sin-
gle fixations on low-frequency words were consistently
longer than on high-frequency words. Second, the inverted
V-shape function reported by Vitu et al. (2001) is inconsis-
tent with data reported by Vitu et al. (1990). Specifically,
Figure 6b of Vitu et al. (1990) shows gaze durations on tar-
get words separately for cases when two fixations were
made on the target word and cases when only one fixation
was made. The latter curve (like that reported by Rayner et
al. 1996) is relatively flat across different fixation positions
in the word. (Hy6né & Bertram also claim to have repli-
cated the Vitu et al. 2001 finding of an inverted V-shaped
function; however, they refer to first fixations, and the point
under debate involves single fixations.) So, at this point,
there is clearly some inconsistency in Vitu’s own data, and
it seems reasonable to conclude that there isn’t a systematic
effect of landing position on fixation times.

McConkie & Yang argue that there is “counterevi-
dence” to the notion that saccades are triggered by a cog-
nitive event. We would like to know what counterevidence
they have in mind other than their own work. In their ex-
periments (Yang & McConkie, 2001; in press), text is re-
placed by some other pattern (strings of X’s, random letters,
other text, etc.) on selected fixations. Based on this para-
digm, they claim that cognitive processes have an effect
only very late in fixations because only very long fixations
are influenced by this manipulation. They further make the
interesting proposal that cognitive events only inhibit sac-
cades, not trigger them.

In contrast to this evidence, there is an overwhelming
amount of data from many labs indicating that word fre-
quency is an important determinant of the gaze duration on
a word (see Rayner 1998); obviously, the decision of when
to move on to the next word is an important element of eye-
movement control in reading. Moreover, contrary to Mec-
Conkie & Yang’s claim that effects like word frequency
work only by inhibiting saccades (which would mean that
only the longer “tail” of the fixation-duration distribution
would be affected by frequency), Rayner (1995) demon-
strated that the effect of word frequency was to shift the dis-
tribution, with its shape remaining largely the same for
high- and low-frequency words.

Vitu and Brysbaert & Drieghe attempt to undercut
the claim that word frequency is an important determinant
of eye control in reading by suggesting that word-frequency
effects are largely word-length effects in disguise (because
word length and word frequency are highly correlated in
text; see also the section on the determinants of skipping,
R7). Their argument rests largely on correlational analyses
using a corpus of text in which neither frequency nor word
length is controlled experimentally (Brysbaert & Vitu
1998). In these analyses, word length is found to predict a
higher percentage of the variance than a “cognitive load”
variable that reflects a mixture of word frequency and pre-
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dictability. On this basis, they concluded that word-fre-
quency and predictability effects are actually word length
effects in disguise. However, the problem with these corre-
lational analyses is that they seduce people into thinking
one can infer causal relationships when in fact there is no
way to infer how much of the “common variance” predicted
by word frequency and length is attributable to one variable
or the other.

By contrast, experimental manipulations allow one to do
just that (i.e., unconfound these two variables). There are
many studies (see Rayner 1998) in which word length is
equated and where word frequency produces sizeable ef-
fects on gaze duration (and other immediate measures of
eye movements). With respect to this, it is worth noting that
E-Z Reader not only predicted the fixation duration means
for several frequency categories of words (in which fre-
quency and length are confounded), but also predicted the
means for key target words in two studies (Rayner et al.
2003a; Schilling et al. 1998) in which word length was
equated for words of differing frequency. This indicates
that word-frequency effects aren’t word-length effects in
disguise.

We should also point out that evidence for cognitive con-
trol is not limited to effects of word frequency, as the pre-
dictability of a word in text also influences the gaze dura-
tion on a word (Ehrlich & Rayner 1981; Rayner & Well
1996). In addition, the frequencies of the component mor-
phemes of words (for which the frequency and length of the
words are equated) also have significant effects on the gaze
durations of words (Andrews et al., in press; Hyoni & Pol-
latsek 1999; Juhasz et al. 2003; Niswander et al. 2000; Pol-
latsek et al. 2000). Indeed, in the Hyoni & Pollatsek (1999)
and Pollatsek et al. (2000) studies using Finnish compound
words, the frequency of each component had almost a 100-
msec effect on gaze durations — hardly a negligible effect!

We should quickly add that we are not denying that word
length influences the time needed to identify a word, al-
though we do think that these “length” effects are also
largely related to cognitive processing. Consider an ex-
treme case of a 15-letter word. It is clear that the length of
this word will slow the identification of the word consider-
ably because it will take at least two fixations to encode all
ofits letters (unless the word is so orthographically unusual
that one doesn’t have to process most of its letters). The cur-
rent version of the model does incorporate an assumption
that has the potential to explain such an effect: Letters are
more difficult to process the further they are from fixation.
At present, we admit that this part of the model is rough and
doesn’t fully handle all the factors that influence the legi-
bility of letters (see the section on word encoding, R3). We
also agree with Hy6né & Bertram that it is still an open
question whether our model can satisfactorily handle all
word length effects, such as their data indicating an inter-
action between word length and the effect that is attribut-
able to the frequency of the components of Finnish com-
pound words (see sect. R3).

Let us now return to the issue of what can be concluded
from McConkie & Yang’s paradigm (in which the text dis-
appears after a few milliseconds on some fixations). We are
quite skeptical that the results obtained in this paradigm re-
flect normal processing activities during reading, and we
suspect that people develop special strategies for dealing
with this situation. Consider the following analogy: If you
ride your bike down a certain road and a large dog jumps
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out from behind a bush, then we suspect that the next time
(and every other time) you ride down that particular road
you may do so much more carefully than you did previously;
that is, you would adopt a strategy for dealing with the pos-
sibility of the lurking dog. Likewise, we suspect that read-
ers adopt non-normal strategies when reading in Yang and
McConkie’s text-replacement paradigm, and that this partly
explains why their conclusions are so much at odds with all
the data discussed above.

This does not necessarily mean that conclusions from any
study in which there is a display change can’t be used to in-
fer something about the process of normal reading. For ex-
ample, in most of the moving-window and boundary exper-
iments that we (and others) have conducted, readers are
seldom aware of the display changes, and are therefore un-
likely to adopt special strategies. Furthermore, in those
moving-window paradigms in which readers are aware of
the display changes (e.g., when all the letters outside of the
moving window are replaced by Xs), their behavior is ap-
proximately the same as when they are unaware of any such
display changes. This leads us to speculate that display
changes that are apparent to the reader, but which occur on
every fixation (as in studies by Rayner et al. 1981), may be
less disruptive than those that occur only occasionally.
However, the more general point is that, when there is a
display change, some argumentation and/or evidence is
needed to provide assurance that the results can be gener-
alized to normal reading.

Finally, we note that a recent experiment by Rayner et al.
(2003b) involving a display change early in a fixation seems
to provide compelling evidence that the cognitive activities
associated with processing a word controls when the eyes
move, even when the visual information has disappeared. In
this experiment, each word that was fixated disappeared af-
ter 60 msec and did not reappear until the reader moved to
another word. The situation is thus much like the Rayner et
al. (1981) and Ishida and Tkeda (1989) studies in which a vi-
sual mask obscured the text after 50—60 msec of each fixa-
tion. Rayner et al. (2003b), like Rayner et al. (1981) and
Ishida and Ikeda (1989), found that reading proceeded quite
normally under this situation (i.e., reading rate in the disap-
pearing-text condition did not differ from a control condition
in which text was presented normally). Again, this result sup-
ports our argument that regular disruption of the text may
adversely change the eye movement behavior of readers
much less than periodic disruption of the text (as happens in
Yang & McConkie’s paradigm). Moreover, Rayner et al.
(2003b) found that there was still a frequency effect when the
fixated word disappeared. Therefore, although the fixated
word was not visible after 60 msec, the reader’s eyes re-
mained in place longer when the word was low frequency
than when the word was high frequency. (The size of the fre-
quency effect was also identical in the disappearing-text and
normal-text conditions.) These results appear to be rather
good evidence for cognitive triggering of saccades. There-
fore, given this and the other evidence discussed above, we
continue to think that the basic idea that cognitive events
trigger saccades in reading makes quite a bit of sense.

R6. Assumptions about saccadic programming

As stated in the target article, our model’s assumptions re-
garding saccadic programming were largely motivated by

the work of (1) Becker and Jiirgens (1979), which distin-
guished between the early and late stages of saccadic pro-
gramming and indicated the timing of these stages; (2)
Morrison (1984), which incorporated the notion of parallel
programming into a model of eye control in reading; (3)
O’Regan (1990; 1992b) and Rayner (1979) on landing posi-
tion effects, which suggested that saccades are directed to-
wards the center of words; and (4) McConkie and his col-
leagues (McConkie et al. 1988; 1991), which examined the
relationship between saccadic accuracy and length, and the
way this relationship is affected by the duration of the fixa-
tion on the launch site. In implementing the model, we
tried to be conservative. For example, we used parameter
values that make the time needed to program saccades in
our model relatively long (i.e., M, + M, = 240 msec), un-
der the assumption that readers may be shghtly slower pro-
gramming their eyes in the context of natural reading than
in the relatively simple tasks (e.g., the double-step para-
digm used by Becker & Jiirgens 1979) that have been used
to determine the minimal saccadic latencies. Likewise, we
adopted parameter values as suggested by the literature
(e.g., a preferred saccade length of 7 character spaces; Mc-
Conkie et al. 1991) even though these values would un-
doubtedly vary across different readers and materials (De
Graef & Germeys seem to concur with this conjecture).
And in response to Doré-Mazars, Vergilino-Perez &
Collins (Doré-Mazars et al.), we have used these same
metrics for all saccades — initial fixations into words as well
as refixation within words.

Nevertheless, several of the commentators raise issues
about the timing of events in our model, and, in particular,
the timing of saccades. For example, Findlay & White, Li-
versedge & White, Radach, Deubel & Heller (Radach
et al.), and Sereno et al. point out that, given our model’s
parameter values, there is seemingly very little time during
which to complete the first stage of lexical processing on
one word (word ), initiate the labile stage of a saccadic pro-
gram to move the eyes to word_, ,, complete the second
stage of lexical processing on word, , and then complete the
first stage of lexical processing on word, | so that the labile
stage will — with the appropriate frequency — be canceled,
causing word | to be skipped. Indeed, there is evidence
that there isn’t much time for cognitive operations to influ-
ence fixation durations as, for example, sometimes word-
frequency effects go away on first fixation durations when
there is no preview (Inhoff & Rayner 1986). Nevertheless,
cognitive operations do influence fixation times on a word.
Furthermore, the commentators seem to ignore the fact
that the parameter values that determine the durations of
these processes (i.e., L,, L,, M, and M) define their mean
durations, and that the actual duratlons of each of these
processes are quite variable, being distributed as gamma
distributions having standard deviations equal to 18% of
their means.

Osaka also objects to our assumption that the bound-
aries of an upcoming (parafoveal) word are used to direct
the eyes to that word in our model. We did not wish to sug-
gest that other variables are not important determinants of
where the eyes move (as we stated in the introduction), and
it may well be the case that word boundary information is
not as important in some languages (such as Japanese) as it
is in English. Instead, we simply wanted to provide an ex-
planation that is reasonable given what we know about the
rapid availability of word boundary information in the

BEHAVIORAL AND BRAIN SCIENCES (2003) 26:4 513



Response/Reichle et al.: The E-Z Reader model of eye-movement control in reading: Comparisons to other models

parafovea (McConkie & Rayner 1975; Morris et al. 1990;
Pollatsek & Rayner 1982). Interestingly, though, Inhoff &
Shindler report an experiment that was designed to test
this assumption, and the results of this experiment do pro-
vide evidence that is consistent with the idea that word
boundaries are important determinants of saccade targets
during the reading of English.

Finally, Beauvillain & Pouget and Sereno et al. note
that there is evidence that visual processing is enhanced at
those spatial locations that are the intended targets of up-
coming saccades (Reynolds et al. 2000; Yeshurun & Car-
rasco 1998). Our model is not inconsistent with these re-
sults; as we stated in the target article (see also sect. R2), we
distinguish between two types of attention (based on Treis-
man 1969) — input selection, which is used to orient the ocu-
lomotor system during the planning of saccades, and ana-
lyzer selection, which facilitates lexical processing. The
finding that visual processing is enhanced in saccade-target
locations is readily handled by E-Z Reader 7 if one simply
assumes that shifts of input selection enhance processing in
the model’s early visual-processing stage.

R7. Determinants of skipping

A number of the commentaries (Brysbaert & Drieghe,
Engbert & Kliegl, Kliegl & Engbert, Radach et al.)
deal with the issue of word skipping. They raise two general
points. First, Brysbaert & Drieghe (see also Vitu) argue
that the most important variable affecting word skipping is
word length, and they further suggest that we don't ade-
quately deal with word length in the E-Z Reader model.
Second, Engbert & Kliegl, Kliegl & Engbert, and Radach
et al. argue that a key prediction of E-Z Reader regarding
skipping (i.e., that there should be some cost associated
with skipping a word) is inconsistent with the empirical
data. We will address these points in turn.

With respect to the issue of word length, we agree with
Brysbaert & Drieghe that word length is a powerful vari-
able with respect to word skipping. Indeed, an earlier paper
by Rayner and McConkie (1976) showed quite clearly that
as word length increased, the probability of fixating the word
increased (and conversely, the probability of skipping it de-
creased). So, there is no argument there. However, Brys-
baert & Drieghe criticize our model on the grounds that we
don’t explicitly include word length as a separate parameter
in the model. As we indicated above, though, word length
does have its own effect in the model because, the longer a
word, the slower the processing of the component letters (a
result of acuity limitations). Analogous to what we argued
earlier (sect. R5) it isn’t quite fair to focus on the 60% skip-
ping rate difference between very high-frequency and very
low-frequency words because this is clearly contrasting
words of different lengths. When we look at words that are
matched in length but vary in frequency, there are clear
skipping effects (Rayner et al. 2003a; Schilling et al. 1998).

As with our comments about gaze duration in the prior
section, we would like to point out that a few of the com-
mentators (Brysbaert & Drieghe, Feng) seem to be un-
der the impression that the only data that have been simu-
lated are the global properties of the sentences used by
Schilling et al. (1998). This is not correct. Not only was the
model compared with the full set of words in the Schilling
et al. sentences, comparisons were also made for specific
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target words (which varied on frequency) in the Schilling et
al. sentences. Furthermore, in some very recent work
(Rayner et al. 2003a), E-Z Reader was compared with hu-
man data in a study in which target words varied in fre-
quency and predictability but were matched on word
length (with lengths varying from 4 to 8 letters). Although
the model had to be modified to account for the fixation
times, both the original model and the modified model
could account for the skipping data. Moreover, as noted in
section R5, most of the evidence purporting to show that
word frequency has little influence on skipping comes from
correlational analyses in which it is impossible to separate
the influence of the two variables.

With respect to the issue of fixation costs as a result of
skipping, E-Z Reader does indeed predict that, when read-
ers skip a word, the fixation on the word preceding the skip
and/or the fixation on the word following the skip should be
inflated compared with the fixations on those same words
in the absence of skipping. Indeed, there wasn't originally
any controversy (that we were aware of ) with this issue be-
cause we (Pollatsek et al. 1986; Reichle et al. 1998) first re-
ported these effects. More recently, though, Radach and
Heller (2000) and Kliegl and Engbert (2003) reported small
or nonexistent effects on the fixation prior to a skip (though
in their commentary, Kliegl & Engbert note that they did
find an increased fixation following a skip — as predicted by
E-Z Reader). However, we (Rayner et al. 2003a) recently
again found a 26-msec effect on the fixation prior to a skip,
and Pynte et al. (in press) likewise reported a 43-msec ef-
fect on the fixation prior to a skip.

Kliegl & Engbert do have a point: that the size of the
skipping-cost effect obtained in the empirical data is typi-
cally smaller than that predicted by E-Z Reader. However,
there is a problem with negative findings on this point that
is related to our earlier discussion about what can and can-
not be inferred from correlational analyses. That is, all of
these analyses (i.e., both the findings agreeing with E-Z
Reader’s predictions and those that do not) are correlational,
in the sense that the experimenter does not control whether
the reader skips or doesn’t skip a given word. As a result,
these data are gathered over different locations in the text,
different readers, and readers in different states of alertness.
This means that, in the ecology of natural reading, places
where lexical processing is likely to proceed most rapidly
(because the text is easier and/or the reader more efficient)
will produce more skipping and shorter fixation times. This
in turn means that, if there is no inherent causal relationship
between skipping and lengthening of the preceding fixation,
then one would expect that fixations that precede skips
would be shorter than fixations that do not precede skips,
and this would actually work against the model’s prediction
by producing the opposite relationship between the two
variables. As a result, one would not expect consistent results
on this issue because the model’s predictions apply to the
“ideal case,” which has not been produced experimentally
(and may not be possible to produce).

R8. Landing position effects

A number of the commentaries deal with landing-position
effects. We have already addressed Vitu’s points above (see
sect. R5). However, Hyoni & Bertram, Liversedge &
White, and Underwood also raise this issue in their com-
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mentaries. And, although Underwood and Liversedge &
White note that we relegate discussion of these findings to
anote in our target article, we did not mean to suggest that
this issue in not important; indeed, we have two comments
that we would like to make regarding this issue.

First, we acknowledge that there is now quite a bit of data
suggesting that the initial landing position in a word can be
influenced by the orthographic characteristics of a para-
foveal word. However, it should also be acknowledged that
the sizes of these effects are often rather small. For exam-
ple, in White and Liversedge (in press), the effect amounted
to about one-fourth of a character space (i.e., the landing po-
sition when the next word begins with an orthographically
illegal letter string is about one-fourth of a character space
to the left of the landing position that is observed in the con-
trol condition). Frankly, some people find such small effects
to be of only minor interest (although we do not agree with
such an assessment, if the effects are reliable).

The second, and more critical, comment is simply that,
in the most recent version of E-Z Reader, we envisioned
that the low-level visual-processing stage we posited would
be able to account for such effects. Although we did not im-
plement the specific assumptions necessary to do this, we
suspect that doing so would be a relatively trivial endeavor.
Nevertheless, certain aspects of how this would be done
need to be carefully considered. For example, although Li-
versedge & White focus on our suggestion that our
model’s early visual-processing stage might be sensitive to
word shape considerations, we don’t necessarily think that
orthographical legality translates into word shape. Rather,
the letters themselves would have to be processed at an
early filtering stage.

R9. Determinants of refixations

Doré-Mazars et al., Hyoni & Bertram, and Pacht all
raise questions about the model’s ability to deal with refix-
ations. We agree that this is perhaps the weakest part of the
E-Z Reader model. This is clearly an aspect of reading that
is difficult to model, as it’s clear that many variables influ-
ence the pattern of refixations. As we noted earlier, there is
considerable evidence that low-level factors, such as the lo-
cation of the initial fixation, influence both the initial fixa-
tion duration on a word and whether the word is refixated.
Higher-level factors, such as word frequency, also influence
whether a word is refixated (Rayner & Pollatsek 1987). Our
model attempts to explain how these factors influence re-
fixation by positing automatic refixations that can be can-
celed by subsequent lexical processing (in a manner that is
directly analogous to how the cancellation of previously
programmed saccades produces skipping).

We think that the current version of the model gives a
reasonably plausible account of some of the refixation data.
What has become clear, though, is that word encoding dur-
ing reading is considerably more complex than the rela-
tively simple notion that two stages of word identification
are the only processes that influence eye movements and
(more generally) the speed with which the reader pro-
gresses through the text. As we pointed out in section R3,
it is now clear that parts of words (e.g., their morphemes)
influence the speed of cognitive processing during reading,
as do other aspects of the word, such as the number of
“neighbors” that it has and/or the frequency of these neigh-

bors. It therefore seems clear that these factors (and oth-
ers) need to be taken into account in explaining refixations.
Therefore, it doesn’t seem worthwhile to discuss in any de-
tail whether we currently have an optimal account of how
the first two factors (i.e., the initial fixation location and
word frequency) influence refixations, because the data we
have been trying to model are undoubtedly also influenced
by many other factors (e.g., a word’s neighbors) that our
model simply ignores. Our attempt to explain refixations
should definitely be viewed as work in progress.

R10. Higher-level processing and regressions

As we noted earlier, some commentators maintain that
there is too much emphasis on cognitive events influencing
eye movements in the E-Z Reader model, whereas others
argue that not enough emphasis is put on such events in-
fluencing eye movements. Liversedge & White, Murray,
Perea & Carreiras, and Raney all seem to be arguing for
the latter. Indeed, Liversedge & White and Murray each
point out that when readers read syntactically ambiguous
sentences (so-called “garden path” sentences) that the fix-
ation times are often inflated when the word that disam-
biguates the intended meaning of the sentence is first en-
countered. We can’t disagree with this claim because the
first such data were collected in our laboratory (Frazier &
Rayner 1982; Rayner et al. 1983a). Furthermore, the data
that have been collected in our lab (Schustack et al. 1987)
clearly show that post-lexical integration processes can also
affect the fixation times on a target word, and the data that
Raney describes also seem consistent with higher-level pro-
cessing influencing fixation times.

Let us therefore make three points relative to this issue.
First, these higher-level effects sometimes show up imme-
diately, but often, they are delayed (Frisson & Pickering
1999; Garrod & Terras 2000; Pickering & Frisson 2001) and
in fact can sometimes be quite elusive in the eye movement
record. Second, a recent modification of the E-Z Reader
model (Rayner et al. 2003a) incorporates postlexical inte-
gration activities as a factor influencing fixation time, and
this assumption was relatively easy to add into the model.
Finally, the kinds of effects that arise from syntactic pro-
cessing would be much more difficult to incorporate into
the model since, as we argued above and in the target arti-
cle, one would need to have a fully implemented model of
parsing (including reanalysis procedures) and discourse
processing, and we do not think a viable model of these op-
erations is available yet.

This last point brings us to Perea & Carreiras. They
clearly would like to have a fully implemented model of eye-
movement control that includes both parsing and reanalysis
procedures. We agree that this would be a worthy — but very
difficult — goal. Perea & Carreiras then go on to distinguish
between local (i.e., within-word) and global regressions.
They do not really define what the latter are, but since they
talk about long-range regressions, we assume they are re-
ferring to the type of regressions that occur when compre-
hension processes break down. Indeed, when readers are
“garden-pathed” by syntactically ambiguous sentences, they
are sometimes fairly accurate in moving their eyes back to
that part of the text where parsing would have initially gone
awry (see also Kennedy's commentary). Frazier and Ray-
ner (1982) first demonstrated this, though Perea & Car-
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reiras refer to a study by Mesenguer et al. (2002). They are
mistaken, however, when they say that SWIFT (Engbert et
al. 2002) can account for such global regressions. There is
no parsing mechanism in SWIFT, and any regressions gen-
erated by the model are attributed to lexical processing.
That said, SWIFT would probably overpredict the number
of regressions, because the rate of regressions it currently
predicts does not include those regressions that would be a
result of comprehension problems. We reiterate that while
itis a worthy goal to have a fully implemented model of pars-
ing and discourse processing, such a model is not currently
available and/or easily incorporated into the context of a
model of eye-movement control.

R11. Generalizing, comparing, and evaluating
models

The issue of how to evaluate theories and, more recently,
computational models, has not been resolved (see Hintz-
man 1990; Jacobs & Grainger 1994; and the Hanes &
McCollum and Reilly & Radach commentaries). The ar-
guments about what constitutes a good model are complex,
and are often philosophical in nature (Uttal 1990), so in-
stead of rehashing those arguments here, we will instead
simply say we agree with Hy6ni & Bertram’s assessment
that models should: (1) account for empirical data, (2) be
conceptually transparent, (3) be psychologically and neu-
rally plausible, and (4) generate novel predictions. We shall
use these criteria to address the criticisms that were raised
in the commentaries in the discussion that follows.

Feng disapproves of our method of fitting E-Z Reader
to the Schilling et al. (1998) data. We believe his specific
criticisms are unwarranted because his analysis is funda-
mentally flawed. In fitting our model to the data, for exam-
ple, we normalized the differences between the observed
and predicted fixation durations and the observed and pre-
dicted fixation probabilities so that both measures could be
compared on a common scale. Although we did this using
standard deviations rather than standard errors, we did not
use the normalized scores to make statistical inferences but
instead used them as an index to compare the relative per-
formance of successive versions of our model. Feng also ob-
jects that, by fitting our model to aggregate data, our model
unfairly takes advantage of multicolinearity, and hence ac-
counts for the data only slightly better than simpler, statis-
tical methods (e.g., principal components analysis using log
frequency as a factor). Again, this criticism ignores the fact
that our goal was not simply to account for as much of the
variance in the data as possible; rather, our goal was to spec-
ify the cognitive operations that occur during reading and
how these operations give rise to the data. The criticism also
ignores the fact that our simulations were not limited to
predicting means; our model accounts for other aspects of
the data, including their distributions and a variety of other
phenomena (e.g., spillover effects), a few of which are af-
fected by dependencies between adjacent words (e.g., fix-
ation costs due to skipping). Finally, this criticism overlooks
the fact that our model was designed to account for the data
while respecting a variety of constraints (e.g., visual acuity
limitations, what is known about the time course and nature
of saccadic programming, etc.).

Murray also voiced a concern that our model had not
been tested on data sets other than those that had been

516 BEHAVIORAL AND BRAIN SCIENCES (2003) 26:4

used in developing the model (i.e., the sentences of
Schilling et al. 1998). We hope this concern is lessened by
the fact that Sparrow, Miellet & Coello (Sparrow et al.)
have been reasonably successful using E-Z Reader to sim-
ulate the eye movements of native French readers who
were reading their native tongue. Although these simula-
tions did not fit the observed data perfectly, they were done
using the same parameter values that were used to fit the
Schilling et al. (1998) sentences, which provides an ex-
tremely conservative test of the model’s adequacy because
many of the model’s parameters (e.g., B,, B,, and ¥) would
be expected to take on different values across subjects and
languages. (This point regarding parameters is equally rel-
evant to Osaka’s concern regarding the model’s capacity to
simulate the eye movements of native Japanese readers.)
Two other facts are also noteworthy about the work of Spar-
row et al. First, the model was fit to a passage of text rather
than a set of unrelated sentences, which again shows the
generality of our model. Second, the model was also {it to
the data of dyslexic readers, which supports Fischer’s con-
tention that the model may be useful for understanding in-
dividual differences in reading ability and the source(s) of
reading impairment.

We should also mention (in response to Murray) that the
model has been used with other materials and in other con-
texts. For example, as noted above, the model has been used
with sentences containing word targets whose frequencies
and predictabilities were orthogonally manipulated (Rayner
et al. 2003a). It has also been used to interpret the patterns
of eye movements observed when native readers of Finnish
encounter compound words (Pollatsek et al. 2003; for a brief
description of this work, see Hy6énd & Bertram). And, as
mentioned in our target article, the model has been used to
simulate eye fixations on lexically ambiguous words (Duffy
et al. 1988). In all three of these cases, the model was not
used simply to fit the data but was instead used to evaluate
the adequacy of other theoretical assumptions. Again, we
cite these examples to show how E-Z Reader can be used as
a framework for understanding phenomena that the model
was not explicitly designed to explain.

With respect to the second issue, conceptual trans-
parency, we again point out that the main advantage to our
minimalist approach is its simplicity. In contrast to many of
the models reviewed in the target article (e.g., Glenmore;
Reader), E-Z Reader (1) can be described by a few princi-
ples, (2) can be represented by a simple box-and-arrow di-
agram, and (3) can be implemented using a small number
of equations and parameters. We also reject Reilly &
Radach’s notion that transparency is not important, and
that its absence can be offset through the enhanced “bio-
logical realism” that comes from being implemented as a
connectionist network. (Raney’s commentary strongly sug-
gests that he also shares our opinion.)

We maintain that the biology of reading can be described
at many different levels, and that, at the level of interacting
neural systems, the best descriptions are functional ones.
Other, more complicated descriptions simply confuse mat-
ters. To cite one example: Shillcock et al. suggest that our
model is inadequate because it ignores the fact that printed
words are identified by a visual processing system that is di-
vided between the two cerebral hemispheres. This objec-
tion is — in our opinion — simply not warranted. As Shillcock
et al. indicate, the fact that the visual field is divided into
two hemi-fields is largely irrelevant in normal reading ex-
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cept in that it suggests why the eyes are directed towards
the centers of words. Implementing this architectural con-
straint in our model would therefore do little to further our
understanding of eye guidance during reading, and would
probably obscure other, more important relationships. For
similar reasons, we contend that — although E-Z Reader
could be implemented as a connectionist model — doing so
would make the model more difficult to understand and
would probably do little to further our understanding of eye
movements during reading.

With respect to the third criterion, plausibility, it is im-
portant to note that E-Z Reader was developed to be a the-
ory of eye-movement behavior during reading. Conse-
quently, we have placed a premium on what has been
learned about eye movements during actual reading (for a
review, see Rayner 1998) in designing the model. For ex-
ample, the time needed to identify words (Rayner & Pol-
latsek 1989) and the timing and accuracy of saccades
(Becker & Jiirgens 1979; McConkie et al. 1988) have always
constrained our model. Additional assumptions have been
added only when they were needed to make the model
more physiologically plausible (e.g., visual acuity limita-
tions; Rayner & Morrison 1981). And, although previous
versions of our model have been agnostic with respect to
neural implementation, E-Z Reader 7 represents an at-
tempt to map the functional components of our model onto
the neural structures that have been implicated in reading.
Although this mapping is admittedly a gross oversimplifica-
tion (see the commentaries of Beauvillain & Pouget,
Sereno et al., and Shillcock et al.), we believe that it is
precise enough to be falsifiable. Moreover, the mapping
seems to have some theoretical utility. Fischer, for exam-
ple, suggests that it may “serve as a model of dyslexia,” and
this conjecture is supported by the preliminary simulation
results that were reported by Sparrow et al.

The last — and we would argue the most important — cri-
terion for evaluating models is their capacity to generate
novel predictions and guide new research. With respect to
thisissue, Hyoni & Bertram ask whether the model is “ca-
pable of producing novel predictions?” or whether it in-
stead is “restricted to predicting only the effects that it is
designed to simulate?” We would argue that our model can
— and already has — generated new predictions. To cite one
example acknowledged by Hyoni & Bertram: E-Z Reader
predicted that the gaze durations on the words following
skips should be inflated because of less parafoveal process-
ing from the more distant launch site word. This finding was
confirmed in the Schilling et al. (1998) data (see Note 1 of
Kliegl & Engbert’s commentary).

Several of the commentaries also contain new predic-
tions. Engbert & Kliegl's analysis of word skipping in our
model and SWIFT (Engbert et al. 2002) indicates that they
make very different predictions regarding the causes of
skipping: In E-Z Reader, skipping depends on the outcome
of the “horse race” between the first stage of lexical pro-
cessing and saccadic programming, whereas in SWIFT,
skipping depends only on lexical processing. Similarly,
Hane & McCollum’s analysis suggests that the basic dis-
tinction between L, and L, in our model has strong impli-
cations for the underlying neural architecture of the sys-
tems that guide eye movements during reading. Although
neither prediction is specified in detail, we are confident
they will ultimately guide new research. Finally, Reingold’s
analysis of the factors that should selectively influence L,

(e.g., stimulus quality; Borowsky & Besner 1993) has led to
a prediction that can be tested: Visual degradation of word
should slow L, and hence increase the fixation duration on
that word, but it should not affect the spillover effect ob-
served on word, ;. Although this prediction is based on
both a specific interpretation of the distinction between L,
and L, (that the former corresponds to orthographic pro-
cessing; see our discussion in sect. R3) and the assumption
that visual degradation will only affect very early processing
(e.g., that it won't lead to misidentification of letters), its
confirmation would complement the results described by
Raney and thereby show that the two stages of lexical pro-
cessing that are postulated in our model can be dissociated.

Finally, we would like to reply to some of the commen-
taries that have advocated that models of reading should be
consistent with both basic eye-movement and neurophysi-
ological data (e.g., Beauvillain & Pouget, De Graef &
Germeys, Osaka, Sereno et al., and Shillcock et al.). On
some level, one cannot disagree with these prescriptions.
However, we do think the specific points about how our
model is found wanting point to dangers of applying such
strictures. First, with respect to the claims about inconsis-
tency with “basic” eye-movement data, virtually all of the
claims rely on a hidden assumption, termed the “subtrac-
tive” method by Sternberg (1966; 1969; 1975). This as-
sumption is, essentially, that in an apparently simple task,
such as maintaining fixation and then moving one’s eyes to
the sudden onset of a stimulus, one is studying a processing
module that is common to eye-movement control in gen-
eral, and that a task like reading merely engages other, later
processes that operate “on top of” the basic processes ex-
posed by these simpler tasks. That is, the assumption is that
the eye-movement parts of these nonreading tasks and
reading are identical. While this assumption is, of course,
logically possible, it is not a given and needs to be defended
— at least by a serious task analysis of both tasks. Contrary
to Radach et al., for example, we are skeptical that the task
of reading, which involves no sudden onsets of stimuli, no
requirement to maintain fixation artificially, and no stimuli
that require any serious cognitive analysis, is a candidate for
literal extrapolations of findings from experiments of this
kind, especially with respect to the exact timing that various
cognitive processes require (e.g., attention shifts).

The point we would like to make about the relationship
between a model of reading and neurophysiological data in-
volves both a similar point and a different one. First, there
is a similarity to the point made about task analysis; that is,
in most neurophysiological research (e.g., ERP experi-
ments), one typically examines word identification in isola-
tion and then extrapolates {rom this to the reading of text.
Clearly, this should be done with some caution. Perhaps
more important, however, is the point that one can’t take
such neurophysiological findings as being written on stone
tablets. For example, Radach et al. asserted that ERP data
indicating that two curves do not significantly deviate be-
fore 130 msec can be used to infer that lexical analysis does
not begin until then. This clearly assumes the technique is
flawless and that this is a direct “window” into all the rele-
vant neurological structures that underlie word identifica-
tion — an assumption we find quite hard to take seriously.

More generally, we think such comments seriously mis-
gauge the state of the art in both cognitive psychology and
cognitive neuroscience. That is, they seem to be based on
an assumption that we really understand all of the “atoms”
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of the cognitive process and have carefully measured all of
their relevant properties, and that this information is now
ready to be put together into something like a “periodic
table.” Instead, we would like to suggest that we are still
groping around in the dark on many basic issues — for ex-
ample, after 40—50 years of research we still do not fully un-
derstand how people recognize words or objects — and that
many of the suggestions that we standardize the way we
model (e.g., Reilly & Radach) are quite misguided. In
fact, we would like to invite those who think otherwise (e.g.,
Sereno et al.) to develop a fully implemented model of
eye-movement control that is both neurophysiologically
based and neurophysiologically plausible.

R12. Conclusion

In closing, we would like first to restate that we fully ac-
knowledge that our model, E-Z Reader, is not a complete
model of reading. Our minimalist approach to modeling
will (by definition) insure that whatever model we end up
developing will grossly oversimplify the cognitive processes
that determine when and where the eyes move during read-
ing. However, we also believe that this is a modest price to
pay for having a model that is transparent enough to be used
as a heuristic for guiding research. And, as witnessed by
both the number of responses to our target article and
much of the content of those responses (especially the pre-
dictions that were discussed in sect. R11), the E-Z Reader
model has already clearly demonstrated its value in this re-
gard.

We would also like to note that — in our opinion — the
bulk of the responses to our target article were valuable in
at least two ways. First, they provided us with the opportu-
nity to clarify points in the description of our model that
may have been incomplete or otherwise vague. Second, and
more important, is that the dialogue further clarified many
of the issues that are currently the subject of (sometimes
heated) debate within the area of reading research. This
process forced us to rethink certain aspects of our model,
and, in so doing, has already led us to modify E-Z Reader
7. For example, as outlined at the outset of this response,
Finday & White’s analysis of the time course of lexical pro-
cessing forced us to re-implement the early stage of visual
processing in our model so that visual processing needs to
be initiated with each new fixation. (As noted earlier, this
modification did not adversely affect the model’s perfor-
mance, and had the desired effect of reducing the overall
size of the parafoveal preview benefit to approximately half
the value we reported in the target article.) Clearly, we ex-
pect that E-Z Reader will continue to develop as our un-
derstanding of the determinants of eye movement control
in reading continues to grow.
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