26 On the Ncural Computation of Utility:

Implications from Studies of
Brain Stimulation Reward

Peter Shizgal

Like other vertebrates, from goldfish to humans, vats
will wovk in ovder to deliver electvical stimulation to
certatn hrain sites. Although the stimulation pro-
duces no evident physiological benefit, it is sought ont
avidly, as if @t were a biologically significant re-
sowrce. Thus, it has long been thought that the ve-
warding stimulntion activates nenval civcuitvy in-
volped in ihe evaluntion and selection of goals.
Computing the utility of goal objects involves n
tightly integrated set of perceptunl, cognitive, nnd
motivational mechanisms, I avgque that rewarding
electrical brain stimulation engages only o subset of
these wmechanisms. If so, comparison of the ways in
which the nrilizy of electrical brain stimulation and
natural reinforcers ave computed may highlight op-
erating principles and isolute components of the com-
putational mechanisms. In the view proposed bere,
information about goal objects and consummatory
acts is processed, in pavallel, in three diffevent chan-
nels. (1) Perceptual processing indicares what and
wheve the goal object is; (2) a stopwatch-like interval
timer predicts when or how often the goal object will
be availnble; and (3) under the influence of infor-
mation about the curvent physiological state, an
evaluative channel veturns o subjective weighting of
strengtlh vaviables, such as the concentration of a su-
crose solution or the temperatuve of an ar curvent.
The outpus of these channels is vecorded in wnlti-
dimensional vecords that include information of per-
ceptual ovigin about amount and kind (for exam-
ple, food, water, or salt), information from the timer
about vate and delny, and o subjective assessment of
intensity provided by the evaluative channel. This
chapter addresses the velationships between brain
stimatlntion veward (BSR), the perceptual, interval
timing, and evaluative channels, and the variants
of utility proposed by Kahneman and his colleagues
on the basis of their studics of evaluation and cheice
in buman subjects. It is avgued that the output of
the evaluative channel can be manifested in experi-

ence as pleasurve ov suffering, but that awaveness is
not necessary i ovier for this signal to influence ac-
tion. The newral sipnal injected by vewnrding elec-
trical stimulation is portvayed as providing mean-
sngful information about vate, delay, and intensity,
but not about amount o kind. This proposal is wsed
to account for: competition and summation between
BSR and natural vewards diffeventinl effects of
Physiological feedback on the urility of BSR and nat-
wral rewards; matching of behavioral aliocation to
the velative rates and~Nintensities of BSR; differences
in the elasticity of demipnd for BSR and food in
clnsed economy; and the bigh substitutability of BSR
Jor food and water in an open economy. The power-
ful aftereffect of BSR. that potentintes efforts to ob-
tein additional stimulation is velated to expectancy.

A RAT SITS QUIETLY in the start box of a runway, its
access to the six-foot alley blocked by an acrylic
panel, The rat begins to groom, licking its paws
and rubbing them over its snout. As the fastidious
creature cleans the top of its head, it encounters a
miniature electrical connector fastened firmly to its
skull; the rat’s paws sweep across this now-familiar
appendage without breaking rhythm. Unhindered
by the flexible cable linking the connector to a
stimulator, the rat then turns its head to groom its
flank.

"The grooming bout is cut short as the stimula-
tor sends small surges of current through an elec-
trode attached to the connector. Deep in the
brain, these stimulation pulses trigger salvos of im-
pulses in nerve fibers coursing past the electrode
tip. The rat looks up, highly alert. It stretches for-
ward and explores the start box, sniffing the floor
and scanning its head from side to side. At the
offset of the stimulation, the rat approaches the
acrylic panel, seizes the top with its forepaws, and
hops as if trying to vault the barrier. Shortly there-
after, a solenoid withdraws the panel, and the rat




On the Nenuval Computation of Utility 501

explodes. into the alley like a sprinter quick out of
the blocks. It races to the goal box and, without
breaking stride, presses a lever that has triggered
delivery of stimulation pulses on previous trials.

On this trial, the rat is disappointed: the experi-
menter has turned off the stimulation in the goal
box. Accustomed to such betrayals, the rat adjusts
to the new conditions within a few trials. Al-
though the stimulation in the start box is un-
changed, it now fails to galvanize the rat’s behav-
ior. No longer expecting to receive stimulation in
the goal box, the rat remains in the start box fol-
lowing removal of the barrier, and after casually
sniffing the slot into which the barrier has been
withdrawn, the rat lics down and yawns.

In this vignette, the rat treats the stimulation
much as if it were a biologically significant re-
source, such as food during a period of limited
availability or a heated nest box in a cold environ-
ment. Given that such natural rescurces serve as
highly effective inducements for learning and per-
formance, the effect of the stimulation that the rat
seeks to reinstate is called brain stimulation reward
(BSR).

The phenomenon of BSR has been observed in
a wide variety of vertebrates, from goldfish to hu-
mans (Bishop, Elder, and Heath 1963; Boyd and
Gardiner 1962; Distel 1978; Lilly and Miller 1962;
Olds and Milner 1954; Porter, Conrad and Brady
1959; Roberts 1958). Unlike the case of natural
reinforcers, the rewarding effect of electrical brain
stimulation is not undermined by recent “con-
sumption,” and no prior deprivation of essential
physiological resources is required in order to elicit
and maintain vigorous performance. Among the
feats that rats will perform to obtain the rewarding
stimulation are running uphill while leaping over
hurdles (Edmonds and Gallistel 1974) and cross-
ing an electrified grid (Olds 1958). When brief,
intense trains of lateral hypothalamic (LH) stimu-
lation are available continuously, rats will work for
the rewarding stimulation at the expense of forgo-
ing their sole daily opportunity to eat (Frank and
Stutz 1984; Routtenberg and Lindy 1965) and
will prefer such stimulation to water, even follow-
ing prolonged fluid deprivation (Morgan and
Mogenson 1966). Many abused drugs, such as
cocaine, amphetamine, heroin, cannabis, and nico-
tine, potentiate the rewarding effect of the stimu-
lation (Wise 1996).

The rewarding effect of electrical brain stimula-
tion has long been linked to the subject of this
volume: the scientific study of enjoyment and suf-
fering. Indeed, the first report of BSR in the press

(Macfarlane 1954) heralded the discovery of a
“pleasure area” in the brain, and similar phrases
were used in early scientific publications (Olds
1956). However, subsequent developments, both
in the study of BSR and in the study of the rela-
tionship between hedonic experience and choice,
argue for a richer and more nuanced characteriza-
tion.

ToWARD A NEW VIEW OF BRAIN
STIMULATION REWARD

In this chapter, I summarize and extend a new view
of the neural signal mimicked by the rewarding
stimulation (Shizgal 1997; Shizgal and Conover
1996). This view is rooted in a long-standing idea:
that multiple modes of processing are brought into
play in paraliel when an animal encounters a goal
object (see, for example, Pfaffimann, Norgren, and
Grill 1977; Zajonc 1980). Perceptual processing
determines the identity, location, and physical prop-
erties of the goal object, whereas the information
derived from evaluative processing is used to deter-
mine what the goal object is worth. A third pro-
cessor, which acts as a stopwatch timer, is con-
cerned with when or how often the goal object will
be available (Gibbon 1977; Gibbon et al. 1988},
Kent Conover and I have proposed that BSR. arises
from activation of the evaluative system (Shizgal
1997; Shizgal and Conover 1996). In our view, the
stimulation simulates a meaningfirl signal in this sys-
tem and also provides an interpretable input to the
timer. The evaluative and timing systems provide
sufficient information for computing a payoff. Thus,
the rat is drawn back to the site where stimulation
was delivered previously and incited to repeat the
acts that trigger the stimulation. In contrast, the
stimulation-induced signals are not interpretable by
the perceptual system. If so, the rewarding stimula-
tion cannot re-create the perceptual experience pro-
duced by contact with a natural goal object. In ef-
fect, the rat knows that the lever delivers something
valuable, but it cannot determine what that some-
thing is.

'The account developed here embeds ideas that
Conover and I derived from studying BSR and
gustatory reward in rats within a broader concep-
tion of how utility is computed and links these
ideas to concepts drawn from the study of hedonic
experience in humans. From this perspective, there
are several ways in which the analysis of BSR
might advance the scientific study of enjoyment:
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1. The natural stimuli that give rise to enjoyment act on
the perceptual, evaluative, and timing systems. 1f re-
warding brain stimulation indeed mimics only a sub-
set of these effects, then it can serve as a tool to tease
apatt what is normally a tightly integrated complex of
responses, helping to isolate individual components
so that their properties can be described and under-
stood.

5. In the view presented here, the neural signals mim-
icked by BSR bias the subject to resist interruption of
pleasurable activities and to repeat actions that have
led to pleasant consequences jn the past. If so, a thor-
ough understanding of the processes underlying BSR
should help explain how the cvaluative system steers
ongoing behavior and influences both the amount
and kinds of enjoyment that will be experienced in
the future.

3. The neural signals underlying BSR arise from an ob-
servable volley of nerve impulses clicited at a known
location in the central nervous system. Thus, the phe-
nomenon of BSR should be particularly propitious
for attempts to understand cvaluative processing in
cerms of the activity of identified neural circuitry.
(For reviews of research aimed at identifying the neu-
ral circuitry subserving BSR, see Shizgal 1997; Shiz-
gal and Murray 1989; Yeomans 1988).

VARIANTS OF UTILITY

In recent years, Kahneman and his coworkers have
investigated the relationship between choice and
the operation of the evaluative system, delineating
several variants of utility (Kahneman 1994; Kahn-
eman, Wakker, and Sarin 1997). Their work has
been carried out with human subjects, whereas re-
search on BSR has been conducted almost exclu-
sively on rats and other laboratory animals. None-
theless, the distinctions drawn by Kahneman and
his colleagues between different types of utility
and their proposals as to how variants of utility are
interrelated provide a very useful framework for
linking research on BSR to more general concep-
tions of choice and to hedonic experience.

Instantaneous Utility

We continuously evaluate the stream of sensory
experience and adjust our behavior accordingly.
Kahneman, Wakker, and Sarin (1997) refer to the

roduct of such ongoing evaluation as “instant
utility,” a quantity that can vary in sign and magni-
tude. They give the term two connotations, one

defined with respect to hedonic response and the
other with respect to action. According to this
view, instant utility is experienced along an oppo-
nent hedonic dimension (“good/bad”) while bias-
ing the individual to continue or terminate the
current course of action. States and stimuli that
produce positive values of instant utility are experi-
enced as pleasurable while impelling us to con-
tinue what we are doing; states and stimuli that
produce negative values have the opposite effects.
Like the brightness of a visual stimulus at a par-
ticular point in time (Schreiber and Kahneman
1997), instant utility is a property of the moment.
I refer to this quantity as “instantaneous utility.”

Remembered Utility

During experiences such as a meal at a fine restau-
rant or a visit to the theater, instantaneous urility
Auctuates over time. Despite the complexity of the
resulting temporal profiles, we have little difficulty
in applying single ratings to experiences such as
“four stars out of a possible five” or in reporting
to others whether we obtained our money’s
worth, Kahneman, Wakker, and Sarin (1997) refer
to such unitary ratings of temporally extended ex-
pericnces as “remembered utility.” They propose
that in compressing a temporal profile of instan-
taneous utility into a remembered utility, we apply
heuristics that simplify the task, speed its execu-
tion, and minimize the mnemonic and computa-
tional resources required.

Decision Utility

Remembered utility influences behavior through
a further computation, the calculation of the
weights applied to the different outcomes of a
decision under active consideration. Kahneman
and his colleagues call these weights “decision
utilities” (Kahneman 1994; Kahneman ct al.
1997). In their terms, the rat’s choice of whether
or not to leave the start box would be said to .
depend on the decision utilities of two outcomes:
obtaining additional stimulation in the goal box
or lying down and resting in place.

Predicted Utility

Kahneman, Wakker, and Sarin (1997) point out
that the calculation of decision utility may reflect
not only remembered utilities but also additional
factors, such as the “predicted utility” of the out-
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come. Whereas remembered utility returms the
overall “goodness” of the last meal we ate at a
particular restaurant, predicted utility reflects our
expectation of how much we will enjoy a visit to
that restaurant today.

RELATIONSHIP OF BSK T0O DIFFERENT
VARIANTS OF UTILITY

How is the ongoing neural activity driven by re-
warding electrical simulation related to instan-
taneous utility? According to the proposal ad-
vanced by Conover and Shizgal (1994a}, the
rewarding stimulation achieves its grip over ongo-
ing behavior by simulating the real-time effect of a
natural reward on the evaluative system, that is, by
driving instantaneous utility to positive values. I
propose that this signal can steer behavior in the
absence of awareness but does not do so invaria-
bly. Through the allocation of attentional re-
sources, the instantancous utility signal can gain
access to working memory and may be manifested
in human experience as pleasure or suffering.
Thus, the dual meaning imparted to instantaneous
utility by Kahneman, Wakker, and Sarin (1997)
has been retained, but the link between the action
component and the hedonic component is weak-
ened, with the action component treated as the
more fundamental. Some advantages of allowing
the instantaneous utility signal to impinge on
awareness are discussed later.

In the vignette at the beginning of this chapter,
the behavior of the rat depends on whether or not
it has received sufficiently rewarding stimulation in
the goal box on preceding trials. Thus, the rat ap-
pears to have recorded the utility of the stimula-
tion received previously. We will see shortly that
there is a striking similarity in the ways that the
instantaneous utilities of BSR. in rats and certain
temporally extended experiences in humans are
translated into remembered utilities.

Records of payoff are inherently multidimen-
sional and may well be derived from multiple
modes of processing. I argue later that what
Kahneman, Wakker, and Sarin (1997) call remem-
bered utility captures the reinforcer’s subjective
“intensity,” which is but one of several compo-
nents of such records. The evaluative channel that
assesses intensity is complemented by a stopwatch
timer that delivers assessments of encounter rate
and delay and by perceptual mechanisms that can
return estimates of amount (for instance, the mass of
an acorn) and kind (for instance, food versus water).
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Information about kind can be used to determine
the degree to which one reinforcer can substitute for
another. A key tenet of behavioral economics is that
substitutability determines whether and how much
behavioral allocation will shift from one reinforcer
to another in the face of price changes. Moreover, it
can be argued that the elasticity of demand for a
particular kind of resource depends on additional
information of perceptual origin: the environmental
distribution of that resource in the environment.

In this view, decision utilities are derived from a
combination of perceptual, timing, and evaluative
data. If BSR indeed reflects meaningful signals in
the evaluative and timing systems in the absence
of meaningful perceptual information, then perfor-
mance for BSR should respond differently to eco-
nomic constraints than performance for natural
reinforcers. The literature reviewed here is in-
terpreted to support this contention and to sug-
gest that comparisons between performance for
BSR and for natural reinforcers shed light on the
psychological resources involved in computing de-
cision utilities.

In the opening vignette, the start-box stimula-
tion produces an aftereffect that potentiates behav-
ior aimed at procuring additional reward. If the rat
has been given a free “taste” of the stimulation at
the start of the trial, it will show more pronounced
anticipatory behaviors prior to the removal of the
barrier and will run down the alley faster once al-
lowed to enter. This is reminiscent of the way that
savoring a particularly tasty hors d’oeuvre at a re-
ception can. incite visual search for the waiter and
vigorous pursuit once he reappears. Just as the an-
ticipatory search and the pursuit of the waiter de-
pend on the expectation that the supply of hors
d’oeuvres has not yet been exhausted, the antici-
patory behavior of the rat in the start box depends
on the expectation that stimulation will be avail-
able in the goal box. Such expectations may be
related to the predicted utilities discussed by
Kahneman, Wakker, and Sarin (1997) in that an-
ticipation of a future event influences present
choices.

In order to be manifested in behavior, a deci-
sion utility must be processed by a selection rule.
“Choose the largest” will be assumed as the rule.
The question of how the resulting decisions are
translated into action is beyond the scope of this
chapter; the reader is referred to Gallistel’s Orga-
nization of Action (1980} for a fine introduction
to this topic.

In the following sections, the relationship be-
tween BSR and the variants of utility proposed by
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Kahneman, Waldker, and Sarin (1997) is discussed
in detail. Exploration of this relationship casts BSR.
data in a new light and suggests new directions for
future research.

BSR BASICS

Some basic characteristics of the electrical stimulus
and the neural circuitry responsible for its reward-
ing effect must be described before developing the
arguments linking BSR to different variants of util-
ity. The stimuli used in most modern BSR experi-
ments consist of trains of short-duration current
pulses. With pulse duration held constant, the
strength of a train is determined by pulse ampli-
tude (current) and frequency. The greater the cur-
rent, the larger the number of neurons directly
stimulated by the electrode. Over the ranges of
frequencies used in most studies, each directly
stimulated neuron can be assumed to fire once per
pulse. Thus, as depicted in figure 26.1, each pulse
produces a synchronous volley of nerve impulses
(action potentials) in the population of directly
stimulated cells that give rise to the rewarding ef-
fect, and the aggregate firing rate of this popula-
tion is determined by the stimulation current and
frequency. It is highly unlikely that this population
of neurons responds in such a synchronous man-
ner to any natural stimulus, yet the artificial stimu-
lation does mimic some of the properties of a nat-
ural reinforcer. As discussed later, this provides a

clue as to how information is represented in the
neural system underlying the rewarding effect.

The Counter Model

The firings of the directly stimulated neurons ap-
pear to be translated into the rewarding effect in
a surprisingly simple manner. With the duration
of a stimulation train held constant, the strength
of the rewarding effect appears te depend only on
the aggregate rate of firing in this population
of directly stimulated cells. According to this
“counter model” (Gallistel 1978; Gallistel, Shiz-
gal, and Yeomans 1981; Simmons and Gallistel
1994), it matters not whether one hundred di-
rectly stimulated neurons fire ten times each dur-
ing a particular time window or whether twenty
neurons fire fifty times each. The rewarding im-
pact of the stimulation will be the same provided
that aggregare impulse flow is constant. If activ-
ity elicited in these neurons by natural stimuli is
integrated in the same manner, then the syn-
chronous firings triggered by the artificial stimu-
lation should produce the same effect as an
equivalent number of asynchronous firings trig-
gered by a natural stimulus.

'The counter model is shown in figure 26.1. The
directly stimulated neurons responsible for the re-
warding effect are depicted as providing input to
an “integrator” that combines the effects of in-
coming action potentials over time and space. The
output of the integrator is determined by the ag-
gregate rate of firing at its input. It is argued here

FIGURE 26.1 The Counter Model of Spatio-Temporal Integration in the Neural Circuitry Subserving

Brain Stimulation Reward
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Notes: Action potentials elicited in the directly activated neurons responsible for BSR impinge on a neural circnit that
integrates their effects over time and space. The output of this integrator is determined by the aggregate rate of firing
during a fixed time window. Thus, firing two neurons four #imes each produces the same output as firing four nenrons
twice each. (In addition to triggering action potentials that propagate to the synaptic terminais, the stimulation also
triggers action potentials that propagate “backward” toward the cell body. These “antidromic™ action potentials, shown
in gray, have no behavioral effect unless they invade another axonal branch.)
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that this output is the sole determinant of the in-
stantaneous utility of the stimulation and that the
remembered utility of the stimulation is derived
from certain “exemplar values” (Schreiber and
Kahneman 1997) of its instantaneous utility.

INsTaNTANEOUS UTILITY, RESISTANCE TO
INTERRUPTION, AND BSR

At many brain sites, BSR is accompanied by aver-
sive side effects, which are due to the activation of
different neurons than the ones responsible for
the rewarding effect (Biclajew and Shizgal 1980,
Bower and Miller 1958; Shizgal and Matthews
1977). By judicious selection of stimulation site,
current, frequency, and temporal pattern, the aver-

sive side effects can be minimized. When such pre-

cantions are taken, the rat will readily press a lever
to initiate a long-duration train of stimulation but
will not press a second lever that turns off the
stimulation (Shizgal and Matthews 1977). If the
experimenter interrupts such a train, the rat will
immediately rush over to the lever and reinitiate
the stimulation. This suggests that if given the op-
portunity, the rat would strive to prevent interrp-
tion of such stimulation. If so, it should prove
possible to measure the action component of in-
stantancous utility in real time by assessing the
commitment of the rat to keeping the current
flowing.

To my knowledge, such an experiment has not
been done. A promising way to perform it would
be to use the temptation of an alternative reward
to assess the rat’s commitment to the ongoing
stimulation. At different times during the delivery
of a long train, a choice would be offered between
two options: continuation of the train, or immedi-
ate cessation of the train coupled with delivery of
an alternative reward. The strength of the alterna-
tive reward required to tempt the rat to terminate
the long train would provide a measure of the in-
stantaneous utility of the ongoing stimulation at
the moment of choice. In principle, such a mea-
sure would provide a direct test of the prediction
that both the remembered utility of the stimula-
tion and its instantaneous utility are derived from
the output of cne and the same integrator.

INSTANTANEOUS UTILITY, HEDONIC
EXPERIENCE, AND BSR.

We experience pleasure and pain as powerful,
adaptive influences on our behavior. As Bentham

put it so memorably (1789/1996): “Nature has
placed mankind under the governance of two sov-
ereign masters, pain and pleasure. It is for them
alone to point out what we ought to do, as well as
to determine what we shall do” (11). Bentham’s
assertion that pleasure and pain #érect action may
ring so true to our experience as io lead us to the
converse view: that action veflects hedonic state. If
pleasure and pain lead us to seek out or maintain
contact with a pleasurable stimulus and to avoid
or interrupt contact with a painful one, then is it
not justified to infer these experiences from obser-
vation of the acts they promote? It is in this sense
that the description of BSR sites as “pleasure
areas” has had an intuitive appeal to many. If the
rat is willing to work so hard to initiate the electri-
cal stimulation, then must not the stimulation be
pleasurable?

In my view, the answer to both questions is no,
not necessarily. I will argue that the two compo-
nents of instantaneous utility can coincide, but
that they need not do so invariably. Thus, the link
between hedonic experience and the control of ac-
tion is less direct in the account presented here
than in Bentham’s original formulation or in mod-
ern developments of Bentham’s position (Cabanac
1992). T speculate later on what may be gained by
supplementing the action-oriented component of
instantaneous utility with a hedonic response.

To turn Bentham’s formulation around and to
infer pleasure and pain from behavior is to make a
strong assumption: that actions such as resistance
to interruption of a stimulus or attempts to escape
from it cannot be produced in the absence of a
hedonic response, that is, without the express con-
sent of the “sovereign.” (“It is for them alone . . .
to determine what we shall do.”) By labeling a
state as pleasurable or painful, we imply that we
are aware of it; “unconscious pleasure” and “un-
conscious suffering” arc oxymorons. If so, assert-
ing that a hedonic response is a necessary condi-
tion for resistance to interruption or escape is
tantamount to stating that such actions cannot be
produced in the absence of awareness.

Bentham’s position does not stand up well in
the face of a large body of psychological research
and theory that treats much of the foundation of
perception, thought, emotion, and action as hid-
den from awareness (Baars 1988; LeDoux 1996;
Nisbett and Wilson 1977). In such views, con-
sciousness depends on the serial operation of a
limited-capacity process. Rather than forcing all
signals vying for the control of action to pass
through this processing bottleneck, much of the
task of real-time control is assigned to a collection
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of specialized lower-level processors operating in
paralle]l and in the absence of awareness (Baars
1988). If so, the hedonic and action-oriented
components of instantancous utility are dissocia-
ble, and we cannot necessarily infer the hedonic
content of experience on the basis of behavioral
observation alone.

In human subjects, we can address the relation-
ship between hedonic experience and the control
of action empirically, using methods for concur-
rent measuremeit of self-ratings and behavior, For
example, ratings of the sign and intensity of he-
donic experience can be collected while observing
whether the subject maintains or breaks off con-
tact with a stimulus. It is not surprising that strong
correlations have been noted in such studies be-
tween subjective hedonic ratings and measures of
choice (Cabanac and LeBlanc 1983). However,
dissociations have been noted as well. For exam-
ple, in a study of heroin addicts self-administering
morphine, low doses of the drug were vigorously
self-administered despite subjective ratings of zero
on both a monetary value scale and a Lickert scale
of liking; a saline solution received similar subjec-
tive ratings but was not self-administered (Lamb
et al. 1991). It is interesting to note that increas-
ing the dose of morphine brought the subjective
ratings into accord with the behavioral measure.
Thus, self-ratings of hedonic response could coin-
cide with action but did not do so invariably. {The
reader is referred to the chapter in this volume by
Berridge for an alternative interpretation of these
dara.)

In contrast to the tools available for studying the
relationship between hedonic experience and action
in humans, we do not have well-validated and gen-
eral means for measuring enjoyment and suffering
in nonhuman animals. Although it should prove
possible, as proposed earlier, to measure the rat’s
resistance to interruption of the stimulation, we
cannot be sure how the rat feels while the current is
flowing. Nonetheless, I will propose that the rela-
tionship between the control of ongoing behavior
and processes that contribute (o awareness in hu-
mans could be investigated by neurobiological
means in nonhuman subjects.

In the view elaborated here, which borrows
from proposals by Ledoux (1996), the output of
the neural process that determines whether an ac-
tion will be continued or terminated (the “con-
tinue/stop signal”®—the action-oriented compo-
nent of instantaneous utility) is not isomotphic
with pleasure or suffering but will be manifested in
awareness as a hedonic response if the continue/

stop signal gains access to working memory. This
access is gated by attention and will be most likely
to occur when the action-oriented signal and asso-
ciated stimuli attain high values. Nonetheless, suf-
ficient allocation of attention might allow weaker
signals to trigger a hedonic response, and strong
signals might fail to do so in the absence of atten-
tion, for example, when events are highly predict-
able and behavioral responses are highly practiced.
When the continue/stop signal does succeed in
breaching the waterline of awareness, it can mar-
shal further attentional resources and direct plan-
ning while coordinating the activity of processes
that operate beyond the margins of conscious ex-
perience.

To develop the argument, let us assume that we
were given the task of designing a robot that sim-
ulates the behavior of a rat. Ongoing action is
controlled by a continue/stop signal derived from
real-time information about external stimuli and
from the state of the internal environment. For ex-
ample, when body temperature is low and a warm
microenvironment is encountered, the continue/
stop signal will have a positive value, thus promot-
ing continued contact with the heat source and a
return to thermal homeostasis; when internal tem-
perature is too high, the same thermal stimulus
will drive the continue/stop signal to nepative
values and termination of contact. This adjust-
ment of the neutral point as a function of internal
state reflects Cabanac’s concept of alliesthesia {Ca-
banac 1971).

The sensory and evaluative mechanisms that
generate the continue/stop signal should allow
the robot to simulate certain adaptive responses of
4 rat to ongoing sensery stimulation. However,
the robot would need additional circuitty in order
to mimic abilities that figure prominently in cog-
nitively oriented accounts of goal-directed behav-
ior, such as resolving conflicts between multiple
goal-related stimuli by means of selective alloca-
tion of attention, navigating in space using stored
representations, and planning a route leading from
the current state to a higher-valued one. In an in-
fluential treatment of animal navigation (Gallistel
1990), an egocentric spatial representation of the
current ecnvironment is constructed from suc-
cessively encountered stimuli and then translated
into geocentric coordinates using stored informa-
tion about the position of vantage points and an-
gles of view. Essential to such tasks is a readily
accessible (“working”) memory store, in which
critical information is held on-line. Working mem-
ory also plays an essential role in models that find
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efficient routes to goals (Gallistel 1990; Johnson-
Laird 1988; Miller, Galanter, and Pribram 1960);
access to this limited-capacity store is gated by
attention. If we were to incorporate attention,
working memory, and a route-finding mechanism
in our robot, would it be advantageous to allow
the continue/stop signal to interact with them,
and if so, how?

For help in addressing this question, let us enlist
the assistance of a wise student of behavior, the
novelist Joseph Heller. In Cazeh-22 (1961), Heller
explores the relationship between instantanecus
utility and the control of action, Heller’s antihero,
Yossarian, is a World War II bombardier sur-
rounded by suffering, death, and destruction. Des-
perate to survive his military service, Yossarian re-
fuses to accept that things are as they ought to be,
During a philosophical argument about the fail-
ings of the Supreme Being, Yossarian complains:
“Why in the world did He ever create pain? . . .
Why couldn’t He have used a doorbell instead to
notify us, or one of his celestial choirs? Or a sys-
tem of blue-and-red neon tubes right in the mid-
dle of each person’s forehead. Any jukebox manu-
facturer worth his salt could have done that, Why
couldn’t He?” (184).

Yossarian wants to believe that the protective
function of pain could be fulfilled by a warning
signal that is merely informative, But what would
confer upon such a signal the ability to capture
attention, wrest control of planning, and coordi-
nate the multiple processes controlling action?
Sadly for Yossarian and his flak-riddled comrades,
the insistent unpleasantness of pain is a highly ef-
fective means of achieving these ends. Gladly for
the rest of us, s0, too, is the shock of intense plea-
sure.

With our response to Yossarian in mind, let us
return to our robotic rat and implement a key im-
provement. We will now arrange things so that the
continue/stop signal can access working memory
and influence the allocation of attention. The con-
tinue/stop signal will attain large negative values
in response to ongoing or imminent tissue dam-
age; focusing attention on such a signal would
tend to promote it to the top of the planning
agenda and reduce the odds that competing stim-
uli would divert scarce cognitive resources from
the task of terminating the noxious input. In con-
trast, the continue/stop signal will register large
positive values in response to contact with poten-
tially beneficial stimuli such as food sources or lo-
cations that promote maintenance of thermal neu-
trality. The likelihood of interrupting contact with

the beneficial input would be reduced by allowing
it to draw attention away from competing stimuli.
Temporarily suppressing planning might also help
“lock in” contact with an input that is driving the
continue /stop signal to large positive values.

Working memory and atrentional control of its
input are regarded as key components of the founda-
tion for awareness in humans (Baars 1988; Johnson-
Laird 1988; LeDoux 1996). Thus, if this sketch
were generalized from our robotic rat to ourselves,
we should predict that extremes of instantaneous
utility (strong continue /stop signals) would tend to
be reflected in our experience as well as in our behav-
ior. Stimuli that produce weaker excursions of in-
stantaneous utility might, nonetheless, exercise be-
havioral control, but as in the case of the low doses of
morphine self-administered by the addicts, such
stimuli are less likely to be manifested in awareness.

It has been argued that consciousness enables
the “broadcasting” of information throughout the
cognitive architecture to the many specialized pro-
cessors that operate beyond the margins of aware-
ness (Baars 1988). If so, expressing the continue/
stop signal in awareness as pleasure or pain would
help marshal and coordinate the activity of multi-
ple cognitive processes in mounting a highly inte-
grated response to the eliciting stimuli.

1 propose later that direct electrical stimulation
of certain brain regions can mimic the effect of a
naturally occurring stimulus on the neural circnitry
that computes instantaneous utility. If so, the ar-
gument developed carlier predicts that such stimu-
lation will be able to drive instantaneous utility to
levels that can impinge on awareness in humans.
Indeed, when direct electrical stimulation has been
delivered to some of the brain regions homolo-
gous to sites where BSR is obtained in rats, its ef-
fect has been described by human subjects as plea-
surable (Heath 1964).

By means of electrophysiological recordings,
the activity of neurons implicated in working
memory is monitored routinely in nonhuman an-
imals (Goldman-Rakic 1996; Watanabe 1996),
and the modulating effects of attention can be
observed (Treue and Maunsell 1996). Thus, it
may prove possible to determine, by conventional
neurobiological means, whether instantaneous
utility signals can capture attentional resources
and gain access to working memory. Research on
BSR could play a crucial role in such experiments
by identifving neural circuitry subserving instan-
taneous utility and by providing a potent means
of controlling it.

Instantaneous utility is a property of the mo-
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ment, and thus, this discussion has been focused
on real-time processing. Let us now turit to a pro-
cess that bridges the present and the future: trans-
lation of instantaneous utility into a stored record.
The bulk of the research carried out on BSR has
probed such records.

TRANSFORMATION OF INSTANTANEOUS
UriLity INTO REMEMBERED UTILITY

In the portrayal of Kahneman and his colleagues,
remembered utility is derived from a temporal
profile of instantancous utility (Kahneman, Wak-
ker, and Sarin 1997). The continuously fluctuat-
ing value of instantaneous utility during a tempo-
rally extended experience is compressed into a
single remembered utility on which future deci-
sion weights can be based. Imagine, for example,
that upon pressing the lever in the goal box, the
rat receives a prolonged train of stimulation that
waxes and wanes in strength over several minutes
(see, for example, Lepore and Franklin 1992),
much as the level of a drug in the bloodstream
rises and falls following administration. How
does the rat compress this temporally extended
experience over time so as to derive a single deci-
sion utility that can weight future choices?

One way to derive a single remembered utility
from a temporally extended experience is to com-
pute the temporal integral or the average of the
entire sequence of instantaneous utilities. Kahne-
man and his colleagues propose a very different
and much simpler strategy. Their human subjects
appear to extract two key values from the tempo-
ral profile: the peak instantaneous utility and the
instantaneous utility at the end of the experience.
Some intermediate value, such as the average of
the peak and end values, is then used as the re-
membered utility (Kahneman et al. 1993; Re-
delmeier and Kahneman 1996). Ounly in unusual
circumstances would the peak-end rule be ex-
pected to generate a result radically different from
the outcome of temporal integration. However, a
simple rule of thumb, such as peak-end averaging,
should be executed more quickly than retrospec-
tive temporal integration, while consuming fewer
mnemonic and computational resources,

If the peak-end heuristic is employed, then re-
membered utility should be insensitive to varia-
tions in the duration of the temporally extended
experience. This prediction has been confirmed in
both experimental and observational studies car-
ried out with human subjects (Fredrickson and

Kahneman 1993; Kahneman et al. 1993; Re-
delmeier and Kahneman 1996). For example, in
retrospective cvaluations of colonoscopy proce-
dures that varied in duration from four to sixty-
seven minutes, aversiveness was not correlated
with duration but was strongly correlated with
real-time ratings of both peak pain and pain at the
end of the procedure (Redelmeier and Kahneman
1996). Such insensitivity to duration has been
called “duration neglect” {Fredrickson and Kahne-
man 1993).

Duration neglect has also been observed in the
case of BSR {Gallistel 1978; Mark and Gallistel
1993; Shizgal and Macthews 1977), Based on
available data, figure 26.2 depicts the simulated
growth of instantaneous utility as a stimulation
train is prolonged. The x-axis of the three-dimen-
sional graph represents the aggregate firing rate
produced by the stimulation in the neurons re-
sponsible for the rewarding effect; the higher the
current or the frequency, the higher the aggre-
gate firing rate. At each firing rate, the level of
instantaneous utility climbs as the duration of the
train is increased, eventually approaching asymp-
tote. This saturation occurs quickly at high firing
rates and more slowly at low ones (Mason and
Milner 1986). Duration neglect would be mani-
fested by indifferent choice between two trains of
the same strength (trains that produce the same
aggregate firing rate) but different durations.
This would be the case for values lying on the
“plateau” of the depicted surface. Indeed, if the
output of one and the same integrator were re-
sponsible for both the instantaneous and remem-
bered utility of the stimulation, then the surface
in figure 26.2 would describe the contribution of
aggregate firing rate and duration not only to
measures of choice but also to measures of the
resistance to the interruption of ongoing stimula-
tiomn.

The translation of the instantaneous value of the
stimulation-induced signal into a remembered
utility has been modeled previously as the record-
ing of the peak value (measuring the height of the
plateau in figure 26.2) (Gallistel 1978; Gallistel et
al. 1981). However, Kahneman’s peak-end model
makes the same prediction as a peak model in re-
sponse to a steady, prolonged input (because the
peak height is the same as the height at the end).
Thus, further work is required to see which model
works best in the case of BSR. Indeed, if the in-
stantaneous utility at the end of an experience is
particularly important in assessing aversive states
that one wishes to terminate, the value at the be-




S Y i
i !'
On the Neuval Computation of Utility 509 A
; Re- FIGURE 26.2 BSR: Computing Instantancous Utility : { 1
ke, in Al
Jroce- il ‘ ‘
sixty- ]
elated 3@ it I;
with 2 ‘
at the § ‘4 a
ieman g il ’
been O—% =< 2 S :‘; il | ‘
ahne- O-—4 < } @ |
g i }
n the dill (1
listel il
:«d on —_ “ .
lated i T |
lation .‘:
imen- Directly Integrator Intensity I‘
7 rate Stimulated Growth i‘
15 re- Substrate Function “ f
2r the J }i '
gagre- Notes: This figure shows the growth of instantancous utility as a function of stimulation strength and duration. The p 'i ‘
vel of stronger the stimulation, the higher the aggregare rate of firing in the directly stimulated neurons responsible for the i
of the rewarding effect. Three relationships are depicted by the three-dimensional graph. With aggregate firing rate held i) [
ymp- constant, instantaneous ufility climbs as;,thc duration of the input is prolongegi, eventually leveling off. This levclinguoﬁ i
firing 7‘ is 1'cspon§1blc for the “duration neglect” that has: been reported in BSR experiments (.Gall.l.stcl 1978; Mark and Gallistel ,
: 1993; Shizgal and Matthews 1977). With duration held constant, instantaneous utility climbs steeply as the aggregate b
1 and ‘ firing rate is increased and then levels off. A logistic growth function has been used to simulate this effece. The third 3
mani- relationship is depicted in the projected contour map. The outlines of successive horizontal sections through the three- il
ins of dimensional structure have been projected onto this plane. Each contour line gives the combinations of aggregate firing it 5‘ !
same rate and train c.iuration tha{: raise instantaneous utility o a given “a'ltitude.” The contour lines fo]]low the hyperbolic | |
. form fiese described by Gallistel (1978). Changing the altimde at which the cross-section is taken shifts the curve along [l |
tons. the axis representing the logarithm of the firing rate but does not change the cuvature. Plotting the growth of | '
n the instantancous utility as a function of both aggregate firing rate and train duration illustrates an important consequence :
if the of the paralielism of the contour lines: the rate at which instantaneous utility grows with train duration increases as a e i
e re- function of aggregare firing rate. At high aggregate firing rates, instantaneous utility approaches asymptote very j b
quickly; at low firing rates, much more time is required for instantaneous utility to level off. Results consiscent with this it |
nem- relationship have been reported by Mason and Milner (1986). |
wrface ,“ _
on of !
ly to _ ginning may have a large bearing on the assess-  gate firing rate and duration. In the following sec- i |
f the : ment of states that one wishes to initiate. Regard-  tions, the notion that a unidimensional signal is
nula- : less of the relative contributions of beginnings and  responsible for BSR is developed and the relation- DHI
ends, the available data do suggest that the deci- ship of this signal to gustatory reward and the ?_li li
of the sion utility of BSR is computed in the spirit of the  evaluative system is discussed. I B
bered ' proposal by Kahneman and his colleagues (1993; il
cord- Kahneman, Wakker, and Sarin 1997). Rather than il
of the computing the temporal integral of instantaneous RELATIONSHIP BETWEEN THE UTILITY OF il
tel et utility, the rat seems to apply a simple rule to a BSR AND GUSTATORY STIMULI 1 ‘-
nodel single exemplar value or a limited set thereof, thus i ‘
nre- showing profound neglect of duration. Determin- A currency function expresses the value of differ- - ! .
e the ' ing the values that serve as the exemplars of in-  ent inputs on 2 common scale. Animals behave as I i
end). stantaneous utility during different states, and the if they routinely compute currency functions be- '
a0del rules used to combine these exemplars, is an im-  cause they make orderly choices between complex, i
le in- portant goal for future research. mutually exclusive alternatives, such as returning I
e is In figure 26.2, the signal responsible for BSR is  to the shelter of a nest or visiting a habitual forag- il 1
states portrayed as a unidimensional quantity that fluctu-  ing site. Each of these alternatives has multiple at- A 1
e be- ates in intensity over time as a function of aggre- tributes germane to physiological regulation and il [‘
U




510 Well-Beingy

risk. For example, these two options differ in the
probability of finding food and water, losing body
heat, and encountering a predator, Choosing the
more valuable option requires that the multi-
dimensional representations be “boiled down”
to a single common dimension (McFarland and
Sibley 1975), a common scale of utility.

In the experiments to be reviewed, the choices
made by rats that had been offered various rein-
forcers were recorded. By definition, these choices
reflect the decision utilities of the available out-
comes. In a later section, I discuss the translation
of remembered utility into decision utility. For
now, let us assume that remembered utility was
the only determinant of decision utility that varied
in the experiments to be reviewed; hence, we can
“see through” the translation process. Given this
assumption and the portrayal provided earlier of
how remembered udlity is computed from instan-
raneous utility, the observed choices of the rats can
be seen to reflect underlying changes in instan-
taneous utility.

To determine whether rats use a common cur-
rency to evaluate rewarding LH stimulation and 1
sucrose solution, Conover and | performed two
types of experiments, First, we placed the rewarding
LH stimulation in competition with the sucrose by
presenting our subjects with a forced choice be.
tween them (Conover and Shizgal 1994a). The
strength of the BSR was varied across trials. Not
surprisingly, the rats chose the sucrose in preference
to the BSR when the strength of'the electrical stimu-
lation was below the threshold required to support
responding in the absence of the sucrose, When the
strength of the LH stimulation was set somewhat
above this threshold, the rats continued to prefer the
sucrose. In other words, the presence of the sucrose
caused the rats to forgo trains of BSR for which they
had worked rather vigorously in the absence of the
gustatory stimulus. However, once the electrical
stimulation was sufficiently strong, BSR was chosen
exclusively in preference to the sucrose, Thus, the
rats behaved as if they had selected the larger of two
payoffs evaluated on a common scaje,

In a subsequent experiment, we offered the rats
a choice between BSR alone and a compound re-
ward consisting of an intraoral infusion of sucrose
and an equally preferred train of BSR. Five of the
six rats preferred the compound reward to its elec-
trical component alone. Thus, the effects of LH
stimulation and sucrose summate in the computa-
tion of utility. Summation is possible only when
the inputs share a common property that is regis-
tered by the system of measurement. Given the

arguments and assumptions laid out earlier, the
common property registered by our system of
measurement, behavioral choice, is the ability to
drive instantaneous utility to positive values.

The competition and summation experiments
demonstrate that the LI stimulation and the
sucrose have something important in commeon,
much as Hoebel and others had proposed (Hoebel
1969). However, two subsequent experiments
demonstrate important differences between the
gustatory and electrical rewards.

In one experiment (Conover, Woodside, and
Shizgal 1994), we increased the utility of a gusta-
tory stimulus, a sodium chloride solution, by de-
pleting the subjects of sodium. In the second
experiment (Conover and Shizgal 1994b), we de-
creased the utility of another gustatory stimulus, a
sucrose solution, by allowing large quantities of
this solution to accumulate in the gut. We rea-
soned that if the LH stimulation re-creates the ex-
perience normally produced by a rewarding tast-
ant, then manipulations that alter the utility of a
tastant should have a similar effect on the BSR.
The findings did not support such a hypothesis.
Depleting the rats of sodium by administering a
diuretic dramatically increased the utility of the sa-
line solution without producing any observable
change in the utility of BSR. Allowing large quan-
tities of a sucrose solution to accumulate in the
gut dramatically reduced the utility of this solu-
tion, in some cases rendering it aversive, However,
the same manipulation either failed to alter BSR
or produced a much smaller reduction in the util-
ity of the electrical reward than in the utility of the
gustatory reward.

Our results suggest that although a common
signal represents the instantaneous utilities of the
gustatory and electrical rewards, the LH electrode
accesses the neural circuitry that computes this sig-
nal downstream from the point where gustatory
stimuli are weighted by physiclogical feedback.
Two models of how this could be arranged are
shown in figure 26.3. Routing physiological feed-
back to act at the inputs to the circnitty that com-
putes the currency enables behavior to contribute
to the specificity of regulation. This can be seen by
considering the alternative, a system where a cur-
rency function returns the relative utilities of su-
crose and saline on a common scale and physi-
ological feedback operates uniquely on the output
values. In such a system, changes in sodium bal-
ance would alter the utility of both saline and su-
crose solutions, as would feedback from the gut
following accumulation of a sucrose load, In con-
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FIGURE 26.3 Two Schemes for Combining the Rewarding Effects of LH Stimulation and
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Notes: On the basis of experiments by Conover and his colleagues (Conover and Shizgal 1994b; Conover et al. 1994),
signals that give rise to gustatory reward arc weighted by physiological feedback prior to their combination with the signals
that give rise to BSR. In the upper right panel, the two rewards are combined by passing the gustatory reward through the
population of neurons from which the sumulating electrode samples. Thus, the postsynaptic effects of the gustatory and
clectrical rewards are integrated by a common circuit. In the lower panel, the gustatory and electrical reward signals are
integrated separately before they are combined and relayed to the choice mechanism (adapted from Shizgal and Conover
[1996]). Reprinted with the permission of Cambridge University Press.

trast, it physiological feedback weights the inputs
to the currency function, then the relative utilities
of saline and sucrose solutions can be adjusted
independently, thus biasing consumption in re-
sponse to physiological needs.

UNIDIMENSIONAL VERSUS
MULTIDIMENSIONAL CODING

In typical BSR experiments, neurons are excited
within a relatively large region surrounding the
electrode tip (Yeomans 1990). The argument ad-
vanced by Shizgal and Conover (1996)—the re-
warding effect of BSR is tied to the output of a
currency function—addresses the question of
how electrical stimulation of a large population
of cells could mimic a naturally occurring signal.
Multiple coding dimensions are required to cap-

ture information about stimulus quality. If only a
single dimension were available, then changes in
quality would be indistinguishable from changes
in intensity. This is why we see the world mono-
chromatically under dim illumination, when only
a single class of photoreceptors is activated. To
represent multiple dimensions of information,
some form of spatiotemporal coding is required.
For example, the cells activated by the stimulus
might be divided into multiple subpopulations,
each sensitive to a particular quality (“labeled-
line coding”), or a unitary population might pro-
duce different temporal patterns of activity in re-
sponse to different stimulus qualities. In either
extreme case, or in mixtures thereof, it is unlikely
that gross electrical stimulation would mimic
the multidimensional code. Neurons that do not
normally fire in concert would be activated simul-
tancously, and all the directly stimulated cells
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would fire with the same, rigid, stimulation-in-
duced periodicity.

In contrast, the efectrical stimulation could
mirmic the effect of a naturally occurring stimulus
if activity in the stimulated system represented
only a single dimension of information. In such a
system, an aggregate rate code suffices, In such a
code, it matters neither which neuron fires nor
when, but only how many firings are produced by
the entire population. The spatially contiguous
and temporally synchronous firing evoked by the
electrode could produce the same number of fir-
ings in a system using an aggregate rate code as
the spatially discontinuous and temporally asyn-
chronous firing that is likely to be evoked by a
natural stimulus, Thus the stimulation-induced ac-
tivity would mimic the effect of the natural stimulus.
Indeed, in studies of motion percepfion in un-
anesthetized monkeys, microstimulation of a popu-
lation of neurons that appear to use aggregate firing
rate to code a single perceptual dimension, the di-
rection of visual motion, can mimic the effect of
adding correlated motion to the elements of a visual
stimulus (Newsome and Salzman 1993).

As discussed earlier (see the section on BSR ba-
sics}, there is strong evidence that the decision
utility of BSR and, by inference, its remembered
and instantaneous utility are derived from aggre-
gate firing rate. An aggregate code is well suited to
represent values in a common currency since, by
definition, these values are arrayed along a single
dimension. Thus, values derived from an aggre-
gate code could be used to compare and combine
the contributions to instantaneous utility of a
draught of sucrose, a draught of saline, or a train
of BSR.

THE EVALUATIVE, PERCEPTUAL, AND
TmNG CHANNELS

Inevitably, information is lost in beiling down a
multidimensional representation of a stimulus to
obtain a currency value. For example, one cannot
recover the temperature, sweetness, or texture of a
gustatory stimulus from a currency value repre-
senting its instantaneous utility. However, the in-
formation lost due to the collapsing of multiple
dimensions is essential for identifying the stimulus
and distinguishing it from others. Thus, the cir-
cuitry that computes instantaneous utility must di-
verge from the perceptual circuitty subserving
identification and discrimination. This divergence
makes it possible to distinguish between the many

different objects and outcomes that may share the
same utility. Similarly, in order to predict the time
when the reinforcer will next be available, it is im-
portant to segregate information about when a re-
inforcer was encountered from information in the
perceptual and evaluative channels. Thus, as de-
picted in figure 26.4, information about rein-
forcers must be processed in at Ieast three different
ways.

In this view, the perceptual channel tells the ani-
mal what and where the stimulus is, the evaluative
channel returns the instantaneous utility of the
stimulus, and the timer predicts when the rein-
forcer will next be available. Gross electrical stimu-
lation of the evaluative channel could produce a
meaningful signal if, as I have argued, information
is encoded in the stimulated stage by the aggre-
gate rate of firing. In contrast, gross electrical
stimnlation is unlikefy to produce a meaningfil,
multidimensional signal in the perceptual channel
because of the nature of the coding required.
What about the response of the timer? It stands to
reason that transitions in the state of many differ-
ent channels would be accessible to the timer as
“events.” If 50, an abrupt change in the activity of
the evaluative channel, such as the stimulation-in-
duced perturbation responsible for BSR, may pro-
vide a sufficient input to support measurement of
temporal intervals,

The perceptual channel is constructed to return
facts about the world. Thus, it is equipped with
constancies and normalization procedures that
minimize the impact of changes in external or in-
ternal state on identificadon and discrimination.
Of course, these constancies and normalization
procedures are imperfect, and bandwidth limita-
tions make it impossible for perception to be ve-
ridical. For example, subjective response varies
nonlinearly with changes in the strength of sensory
stimuli, and it is possible to trick the perceptual
system into producing illusions. Nonetheless, the
system does a remarkably good job at cstimating
objective physical properties such as size, shape,
distance, and reflectance.

The interval timer also appears to be designed
to capture data about objective events. In scalar
expectancy theory (Gibbon 1977), the subjective
measure of a temporal interval is a noisy scalar
transform of the objective interval. Although the
interval timer is less accurate than the circadian os-
cillator, it is highly flexible, operating over a huge
temporal range and accommodating concurrent
timing of multiple intervals with arbitrary stop and
start times {Gibbon et al. 1997).
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3, the the skin can be refreshing when one is overheated evaluative system is treated here as unitary. I
atng and unpleasant when one is hypothermic. The The circuitry responsible for interval timing I3 1
hape, ¢valuative channel is constructed, not to return would appear to constitute yet another module. '
objective properties of stimuli, but rather to return  Formal models of this stopwatch-like device have i
gned a subjective estimate of the current significance of been developed and tested extensively in behav- A
scalar these properties. ioral studies, Components of one such model, I
sctive In contemporary accounts of sensory informa- based on the scalar expectancy theory of timing il
scalar tion processing, the perceptual “channel” is often (Church 1984; Gibbon 1977, 1995), have been !
h the treated as a community of neural modules, each linked to the activity of pharmacologically and an- &Rl
n os- specialized to extract information of a particular  atomically characterized neural populations (Gib- il
huge kind, such as color, form, movement, depth, and  bon et al. 1997; Meck 1996). ! ;
Irrent texture. The cvaluative channel can also be re- Natural reinforcers are processed by the percep- S
» and garded as a specialized neural module charged tual, evaluative, and timing channels. In the fol- A
' with the task of deriving another, more subjective  lowing sections, the notion of remembered utility ﬂ
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is generalized to reflect this parallel processing of
information about reinforcers, and the roles of
each of these channels in computing different di-
mensions of payoff are discussed.

SUBJECTIVE DIMENSIONS OF PAYOFF

According to the view developed here, changes in
the strength of the stimulation delivered in BSR.
experiments {for example, changes in frequency or
current) alter the aggregate firing rate of neurons
that give rise to instantancous utility. As shown in
figure 26.5, a stored record of this response to the
change in stimulus strength is derived by applying
a heuristic, such as the peak-end rule, to exemplar
values of instantancous utility, such as the begin-
ning, peak, and end. Variables controlling the
strength of natural reinforcers, such as the concen-
tration of a sucrose solution or the temperature of
an air current, are viewed as acting analogously,
with the exception that the impact of these vari-
ables is weighted by physiological state. Kahne-
man and his colleagues (Kahneman et al. 1997;
Schreiber and Kahneman 1997) have used the
term “remembered utility” to refer to the stored
record derived from exemplar values of instan-
tanecus utility. In the remaining discussion, I sub-

FiGurEe 26.5 BSR: Computing Subjective Intensity

stitute the term “subjective intensity of the payoff”
for remembered utility in labeling the stored ap-
praisal of the variables that contribute to stimulus
strength.

Why introduce yet another term? I do this be-
cause decision utilities reflect not only the output
of the evaluative channel subserving instanta-
neous utility but also the outputs of the timing
and perceptual channels. Thus, the effects of
reinforcers on future choices depend not only
on their strength but also on their rate, delay,
amount, and kind. The notion of remembered
utility proposed by Kahneman, Wakker, and Sarin
(1997) and developed by Schreiber and Kahne-
man (1997) is tied to the intensity dimension
alone. A more general means of describing re-
corded payofls is required if we are to capture the
multidimensional contribution of reinforcers to
decision utility.

To illustrate the need for a multidimensional
treatment of reinforcement, consider the interac-
tion of the rate and strength of reinforcement.
Using preference tests, it can be shown that rats
prefer highly concentrated solutions to less con-
centrated ones (Young 1967). This difference in
the intensity of the payoff can be offset by a com-
pensatory change in its rate (Heyman and Mon-
aghan 1994): the allocation of time or responding
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to the two solutions can be equated by making the
less concentrated solution available more fre-
quently than the highiy concentrated one. The
same relationship between stimulus strength and
rate of reinforcement in determining behavioral al-
location seems to hold when BSR, rather than a
natural goal object, serves as the reinforcer (Ham-
ilton, Stellar, and Hart 1985). Similarly, weaker
trains of stimulation are preferred equally to stron-
ger trains when the rate at which the weaker trains
are available is sufficiently high (Gallistel 1991).
That both the rate and strength of reinforcers
contribute to payoff suggests that the stored rec-
ord of the reinforcer is multidimensional. The per-
ceptual, timing, and evaluative channels not only
ptocess information about reinforcers in parallel
but also record their outputs in parallel. Payoff is
then computed by combining the contents of the
mulddimensional record. In this view, illustrared

in figure 26.6, subjective intensity is the dimen-

sion of the stored record derived from the output
of the evaluative channel. An output of the timing
channel constitutes the second dimension. The na-
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ture of this stored quantity is a matter of debate.
In one well-formulated proposal, this temporal di-
mension of the stored record contains a noisy
measure of the inter-reinforcer interval (the inverse
of reinforcement rate) (Gibbon 1995), For con-
venience of phrasing, I use the term “subjective
rate of payoff’ to refer to this dimension of the
stored record, leaving open the possibility that the
stored quantity is not a rate per se but rather a
measure from which a rate could be derived, such
as an inter-reinforcement interval.

In addition to subjective rate, the timer provides
another quantity that contributes to subjective
payoft: the delay between the reinforced response
and the delivery of the reinforcer. Payoff appears
to decline hyperbolically as the presentation of
the reinforcer is delayed (Commons et al. 1987;
Mazur 1986; Myerson and Green 1995), This re-
lationship appears to hold for BSR. as well as for
natural reinforcers (Mazur, Stellar, and Waraczyn-
ski 1987).

The treatment of BSR presented here implies
that a record consisting of a subjective intensity

FIGURE 26.6  Recording the Output of the Parallel Information-Processing Channels

ANVA

Goal
Object Subjective
. Intensity
Information-Processing Payoff
Channels Record

Nutes: Stored information from all three channels contributes to payoff. Information derived from the perceptual channel
indicates kind (“Is the goal object a source of food, water, or salt?™) as well as amount. Estimates of the encounter rate and
the delay between a successful response and delivery of a reinforcer are derived from the output of the stopwatch timer. The
evaluative channel contributes an estimate of subjective intensity (see fignre 26.4) to the payoff record.
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and the subjective weighting of rate and delay is
sufficient for computing a payoff on which a deci-
sion utility can be based. However, in the case of
natural stimuli, additional dimensions contribute
to payoff. For example, reinforcers, such as food
pellets, may vary in mass. It stands to reason that
the amount of a natural reinforcer would be recov-
ered from perceptual information such as size and
heft, and that unlike the estimation of intensity,
the estimation of amount would be stable in the
face of changes in physiological state. Tor exam-
ple, one would hope that hunger would not alter
one’s judgments about the size of the fruit on a
tree. Thus, an additional dimension of remem-
bered payoff, the subjective weighting of amount,
is likely to be returned by the perceptual channel.
If BSR is not accompanied by a meaningful signal
in the perceptual channel, then the information in
this cell of the payoff record is likely to be absent
or indecipherable.

The contribution of payoff to decision utility
would appear to involve at least two stages of pro-
cessing. First, a stored record is obtained by map-
ping physical dimensions such as strength, raie,
delay, and amount into corresponding subjective

FIGURE 26.7  BSR: Computing Subjective Payoff

ones. Decision utility would appear to reflect the
result of performing a combinatorial operation on
the quantities in the stored record of payoff. Ac-
counts of matching, to be discussed in the next
section, tend to treat the combinatorial operation
in question as multiplication (Baum and Rachlin
1969; Davison and McCarthy 1988). Figure 26.7
depicts muldplicative combination of intensity and
rate in computing the subjective payoff provided
by a train of rewarding stimulation.

MATCHING: TRANSLATION OF SUBJECTIVE
Pavorr INTO DECIsION UTILITY

Imagine a pair of exquisite but idiosyncratically
managed restaurants. The quality of the cuisine
may be truly outstanding, and the philanthropic
proprietors demand no remuneration other than
the commitment of time by the diners. Fach res-
tagrant is open a certain number of times per
month on the average, a rate that may or may not
differ from the accessibility of the competing es-
tablishment. Although the average rate at which
cach restaurant opens is constant over time, the
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interval between openings varies randomly. Open-
ings are unannounced, thus keeping the clientele
guessing as to the date and time when they can
gain entry. Sometimes a client arrives to find the
chosen restaurant already open; on other occa-
sions, the restaurant is closed at the time of arrival,
and the client may either wair until the restaurant
opens or leave. Once a seat at a table has been
secured, the diners face a delay until the serving of
the firse course, an interval that may differ in the
two establishments. Finally, both chefs are experi-
menting with different portion sizes; currently, one
leans toward “cuisine minceure,” and the other
toward the fashion of a Chicago steak house.

The matching law was formulated to describe
the allocation of behavior in experimental settings
roughly analogous to the competing restaurants,
Lest the reader find the capricious scheduling too
bizarre to take seriously, I should point out that
the unpredictable availability of a reinforcer might
well seem more realistic to people living in the
manner of our ancestors. The traditional Inuit
hunter did not expect a seal to visit a particular
breathing hole in the ice at any designated time,
yet he derived an estimate of the average fre-
quency of visits and allocated his time accordingly.

In the terminology of operant conditioning,
the diners in this example are presented with
concurrent variable-interval schedules of rein-
forcement. According to the strict form of the
matching law (Davison and McCarthy 1988; de
Villiers 1977; Herrnstein 1961; Herrnstein 1970;
Williams 1988), they will allocate their time and
visits in proportion to the relative payoffs pro-
vided by the two restaurants. These payoffs are
calculated by multplicative combination of the
subjective intensity {the “goodness” of the foed)
with the subjective weightings of the rate of
opening, delay of meal onset, and portion size.
In the terms employed here, the matching law
translates the multidimensional records of subjec-
tive payoffs into decision utilities. Under the
strict form of the matching law, relative decision
utility is proportional to relative subjective payoff.

The subject performing on concwrrent variable-
interval schedules can be portrayed as repeatedly
flipping a biased coin, with the bias reflecting the
relative payoffs provided by the two reinforcers
{Gibbon 1995; Heyman 1988; Heyman and Good-
man 1998). If so, the relative payoffs will be re-
flected in the relative allocations of time to the two
schedules. Given strict matching and multiplicative
combination of subjective intensity and rate, the ra-
tio of the subjective intensities of two reinforcers
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can then be calculated from the observed ratios of
reinforcement rates and time allocation. This logic
was used by Miller {1976) to measure, in pigeons,
the relative intensity of the payoffs provided by
three different types of seeds, and by Gallistel and
his students (Gallistel 1991; Leon and Gallistel
1992; Simmons and Gallistel 1994) to measure
how the subjective intensity of BSR grows as a
function of the stength of electrical stimulation in
rats. Gallistel’s group found that as the stimulation
strength rises above threshold, the subjective inten-
sity of the payoff climbs steeply, initially approx-
imating a power functon; the growth eventually
slows and levels off as stimulation strength is in-
creased to ever higher levels. In figures 26.2, 26.5,
26.7 and 26.8, the growth of BSR as a function of
the aggregate rate of stimulation-induced firing is
modeled as a logistic, thus capturing the steep ini-
tial rise, the later deceleration, and the eventual lev-
eling-off.

Knowing the form and parameters of the inten-
sity-growth function could serve as a powerful
constraint in interpreting recordings of neural ac-
tivity. For example, if’ one wished to argue that a
particular population of neurons encodes the in-
tensity of the payoff produced by the rewarding
stimulation, one would have to demonstrate that
some attribute of activity in this population corre-
sponds to the form and parameters of the inten-
sity-growth function,

BeEYOND STRICT MATCHING: CONTRIBUTION
0F EconoMIC CONSTRAINTS TO DECISION
UTILity

The discussion of matching was confined to cases
in which the two competing reinforcers are of the
same kind (for example, food) and where the rein-
forcers are available outside the test environment.
When reinforcers of different kinds are pitted
against each other in choice experiments or when
a natural reinforcer is available uniquely in the test
environment, the strict form of the matching law
may no longer account gracefully for the transla-
tion of subjective payoffs into decision utility, Two
additional pieces of information appear to contrib-
ute to the computation of decision utility: the cat-
egory to which the reinforcer belongs (its kind)
and the environmental distribution of the re-
inforcer. The role of the perceptual channel in
providing this information is highlighted by exper-
iments in which BSR competes with natural rein-
forcers.
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FIGURE 26.8 Computing Behavioral Allocation
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The neceds addressed by behavioral means are
many and varied. Thus, humans and other animals
seek “goods” of different kinds. If a sufficiently
broad time frame is adopted, choices between al-
ternatives are rarely constrained to single decisions
between mutnally exclusive options. Under such
circumstances, the problem of adaptive choice is
to select the best “bundle” of goods rather than
the single item with the highest value in a com-
mon currency. Research in behavioral economics
suggests that when available goods are not of the

same kind, calculating the utility of the bundle
usually requires an operation more complex than
simply summing the utlities of the individual
items (Kagel, Battalio, and Green 1995; Rachlin et
al. 1976; Rachlin, Kagel, and Battalio 1980),

The relationships between the items in the bun-
dle can be arrayed on a continuum, At one ex-
treme are goods that are entirely substitutable, like
two brands of cola to an indifferent consumer. At
the other extreme are goods that are comple-
ments, such as bicycle frames and bicycle wheels,
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or left shoes and right shoes. In the case of perfect
substitutes, the utility of the bundle is simply the
sum of the utilities of the constituent goods. In
contrast, the more complementary the constitu-
ents, the less each is worth individnally in compari-
son with the utility of the bundle.

The distinction between substitutes and com-
plements has profound behavioral implications.
For example, if the relative prices of two highly
substitutable goods are changed and the budget of
the consumer is adjusted so as to make possible
the purchase of the same quantities as had been
acquired at the former prices, consumption shifts
toward the cheaper good. In contrast, comple-
mentaty goods tend to be consumed in a fixed ra-
tio that is insensitive to changes in relative price.

When substitutability is taken into account, the
simple form of the matching law no longer suf-
fices. For example, responding for the reinforcer
on the richer of two schedules will increase when
the schedule for a perfect substitute is made leaner
(increasing its “price”), as the matching law pre-
dicts. However, responding on the richer schedule
will decrease when the schedule for a perfect com-
plement is made leaner, Rachlin, Kagel, and Bat-
talio (1980) have shown how a generalization of
the simple form of the matching law can be inter-
preted to incorporate substitutability. Each of the
ratios reflecting the subjective weighting of rate,
delay, amount, and strength is first raised to an
exponent before scalar combination. For perfect
substitutes, the exponent is one, and the equation
reduces to the simple form of the matching law.
According to this modification to the matching
law, the translation of subjective payoff into deci-
sion utility depends con the substitutability of the
reinforcers.

Substitutability of BSR and
Natural Reinforcers

Results of an experiment carried out by Green and
Rachlin {1991) to measure the substitutability of
rewarding LH stimulation, food, and water can be
interprered in terms of the role of the perceptual
channel in computing decision utility. As expected,
they found that food and water were poor substi-
tutes. Nonetheless, BSR was highly substitutable for
both food and water.

Presumably, dry food and water are poor substi-
tutes because they fulfill non-overlapping physi-
ological needs. If so, does the high substitutability
of BSR with both food and water imply that the
signal injected by the clectrode mimics signals spe-
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cific to both energy balance and fluid balancer If
this were the case, one would expect that BSR
would be less substitutable for food and water
than for itself. This is not what Green and Rachlin
found. BSR triggered by one lever was about as
substitutable for BSR triggered by the other lever
as for food or water.

One interpretation suggested by Green and
Rachlin is that BSR acts as a “general” reinforcer,
This is reminiscent of the coding argument ad-
vanced by Shizgal and Conover {1996). We pro-
posed that any activity produced by the rewarding
stimulation in the perceptual system would tend
to be “noisy” and unlikely to mimic the signature
of a naturally occurring goal object. Moreover,
our results suggest that the rewarding stimulation
acts downstream from the point where physiologi-
cal feedback weights gustatory rewards. Thus,
there may well be no way for the rat to determine
the regulatory system or the class of goal object to
which the stimulation is germane. However, our
data suggest that the evaluative channel produces
a unidimensional currency signal in response to re-
warding brain stimulation, a sucrose solution, and
a saline solution. If this were also the case for
water and for the food employed by Green and
Rachlin, then these goods would also substitute
well for BSR. In contrast, food and water would
register distinct signals in the perceptual channel,
making it possible to incorporate the identity and,
hence, the low substitutability of these two rein-
forcers when computing the relative decision util-
ities of the activities that produce these two goods.

Elasticity of Demand for BSR and
Natural Reinforcers

Most experiments that employ food reinforce-
ment are conducted under the conditions of an
“open economy”: food is made available during
the relatively short test sessions and is also avail-
able during at least some of the much longer pe-
riod the subject spends in its home cage. Often
the body weight of the subjects is maintained at
some proportion of the free-feeding value. Thus,
the supplementary food given to the subjects in
the home environment can bring total intake to a
fixed level when added to what was earned in the
test environment. In such circumstances, “de-
mand” (the number of reinforcers earned in the
test environment) is said to be highly “elastic,”
changing steeply in response to variations in

“price” (the number of responses required to ob- -

tain a single reinforcement). For example, the




520 Well-Being

higher the cost of food in the experimental sit-
uation, the less food the animal earns there
(Hursh 1980). In contrast, when the economy is
“closed,” and the reinforcer is available uniquely
in the test environment, demand for food be-
comes highly imelastic over an appreciable range
of prices (Collier et al. 1986; Hursh 1980},
When the subject must fend for itself, without
the benefit of supplements, response rates tend
to increase with price so that consumption is
largely defended.

Although it is tempting to attribute the inelastic
demand observed in a closed economy to an accu-
mulating effect of deprivation, the data do not fit
this hypothesis gracefully. Over the range of prices
within which demand remains bighly inelastic in
such experiments, subjects can maintain their
body weight or even increase it (Collier 1983). If
50, some aspect of the economic circumstances ap-
pears to be altering the translation of subjective
payoff into decision utility.

According to the single-operant version of the
matching law (Hermstein 1970), subjects presented
with a single experimenter-supplied reinforcer choose
between working for it and performing alternative
activities, such as taking the opportunity to groom,
rest, or explore. Hernstein’s formulation predicts
that increasing the price of the experimenter-supplied
reinforcer will shift the allocation of behavior away
from that reinforcer and toward “everything else.”
The effect of price on performance for food ina closed
economy violates this form of the matching law: con-
trary to prediction, refative allocation of behavior to
natural reinforcers is no longer proportional to rela-
tive payoff.

The situation is different in the case of BSR. In
the great majority of BSR experiments, the econ-
omy is closed; no stimulation is available in the
home cage. Yet demand for BSR is highly elastic;
the larger the number of responses required to carn
a reinforcement, or the more stringent the limit on
maximum copsumption per unit time, the lower
the allocation of behavior to responding for BSR
(Druhan, Levy, and Shizgal 1993; Foutiezos, Em-
din, and Beaudoin 1996; Hamilton et al. 1985).
Thus, as Hursh and Natelson (1981) have demon-
strated, closing the economy produces very different
changes in performance for BSR and food: demand
for BSR remains highly elastic, whereas demand for
food is highly inelastic.

The effect of closing the economy on responding
for food and water reinforcement has been inter-
preted to suggest that the subject learns the relative
availability of the reinforcer in the different envi-

ronments to which it is exposed (Collier 1983),
much as optimal-foraging theorists have postulated
(Charnov 1976; Stephens and Krebs 1986). Such a
representation would appear to store information
from the perceptual channel in a spatial or spa-
tiotemporal context (e.g., food is available in the
test chamber, but not in the home cage} and to
contribute, along with the subjective weightings of
rate, delay, amount, and strength, to determining
decision utility. The situation for BSR scems far
simpler: demand for BSR appears wnaffected by
whether or not the economy is open {although di-
rect experimental confirmation of this prediction is
lacking). Perhaps this is so because the “noisy” sig-
nal produced by rewarding brain stimulation in the
perceptual channel cannot be attributed to a pattic-
ular natural reinforcer.

EXPECTANCY

In the fancifil scenario described earlier, the pro-
spective diners could not predict the time when
either of the restaurants would next open. Al-
though the availability of resources in the natural
world may also be unpredictable, there are cir-
cumstances in which events occur in reliable se-
quences. For example, after a flower has been
drained by a hummingbird, the nectar tends to ac-
cumulate at a characteristic rate, and the bird ad-
justs the timing of its return accordingly (Gallistel
1990). Subjects working on fixed-interval sched-
ules of reinforcement in laboratory experiments
manifest a pause in responding after delivery of the
reinforcer; responding then resumes as the time to
the next scheduled delivery of reinforcement ap-
proaches (Gibbon 1977). In such circumstances,
decision utility is adjusted dynamically to reflect
information provided by the interval timer con-
cerning the scheduling of reinforcement. The
probability that the animal will direct its behavior
toward the goal shifts from low to high as the pre-
dicted time of reinforcement approaches. This ad-
justment in behavior is anticipatory, and thus the
animal can be said to have formed an expectation
of future payoff.

In scalar expectancy theory, the average level of
expectancy is increased by a large recent payoff
(Gibbon 1977). It stands to reason that this in-
crease might be specific to the expectancy of fu-
ture payoffs of the same kind as the large, recent
one. This proposal is in the spirit of Loewenstein’s
(1996) treatment of the focusing effects produced
by sensations and states that have large instan-
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taneous utilities. Such sensations and states are
portrayed as “crowding out” consideration of al-
ternative reinforcers.

With this view of expectancy in mind, let us re-
turn to the vignette at the beginning of this chap-
ter. Toward the end of the rat’s confinement in
the start box, it approaches the barrier blocking
access to the alley. Such behavior is much more
pronounced on trials when stimulation is delivered
in the start box than on trials when it is not;
on the trials preceded by stimulation, the rat not
only approaches the barrier but makes frenzied
attempts to climb over it. This potentiation of an-
ticipatory acts cannot be due simply to stimulation-
induced arousal because the same start-box stimula-
tion fails to galvanize behavior when the rat has
learned that additional stimulation is no longer
available in the goal box. Rather, the experience of a
large, recent payoff seems to rescale expectancy
(Sax and Gallistel 1990), boosting its magnitude at
each point in time as the delay to accessing the alley
elapses. However, when the rat has learned that
reinforcement is no longer available in the goal box,
there is, in effect, no expectancy for the start-box
stimulation to rescale, and the rat’s behavior in the
start box becomes nonchalant.

The effect of a large, recent payoff on decision
utility is illustrated by two experiments in which
thirsty rats chose between BSR and water (Deutsch,
Adams, and Metzner 1964; Wasserman, Gomniita,
and Gallistel 1982). Shortly following delivery of
pretrial stimulation, the rats chose BSR in prefer-
ence to water. When the pretrial stimulation was
omitted, the preference reversed, and the rats
opted for the water instead of the BSR. The pre-
trial stimulation was very similar to the stimufation
offered as a reward. In contrast, the stimulation is
unlikely to have mimicked the perceptual experi-
ence produced by the water (see the section on
unidimensional versus multidimensional coding).
According to the argument sketched out earlier,
the expectancy boosted by the large pretrial payoff
will be directed at the reward with the neural sig-
nature most similar to that of the pretrial stimula-
tion. This augmented expectancy would boost the
decision urility of BSR, thus biasing choice. It
would be interesting to determine whether pretrial
exposure to water would produce a complemen-
tary effect, More generally, the dependence of de-
cision utility on the interaction between the ex-
perience, expectation, and recording of payoffs
deserves additional attention. Rewarding brain
stimulation may prove to be a valuable tool for
investigating such interactions.
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CONCLUSION

Vigorous efforts are under way to identify the
components of the neural circuitry responsible for
BSR. Although the quarry has long proved elusive,
new methods for visualizing candidate neurons
{ Arvanitogiannis, Flores, Pfaus, and Shizgal 1996;
Arvanitogiannis, Flores, and Shizgal 1997; Flores,
Arvanitogiannis, and Shizgal 1997) and for mea-
suring the behavioral effects of drugs and lesions
{Arvanitogiannis, Waraczynski, and Shizgal 1996,
Shizgal, Conover, and Arvanitogiannis 1996) offer
hope for better hunting. Once these cells are
found, we will have new questions to ask them as
a result of this attempt to align conceptions of
utility that have grown out of the study of BSR.
and natural reinforcers in laboratory animals with
ideas derived from the study of evaluation and
choice in humans. It will be particularly interesting
to test the hypothesis that the neurons responsible
for the signal recorded as the subjective intensity
of the payoff also give rise to the instantaneous
utility of the stimulation. By recording from these
neurons in awake, behaving subjects, it should
prove possible to test many of the hypotheses dis-
cussed here concerning the role of these cells in
the computation of utility. Among these hypoth-
eses is the proposal that the output of the directly
activated neurons underlying BSR can gain access
to working memory under attentional control. In-
vestigating this hypothesis could shed light on
how signals fundamental to the experience of plea-
sure gain access to awareness.
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